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Editorial on the Research Topic 



2024 international conference on neuroprotective agents conference proceedings








The purpose of the International Conference on Neuroprotective Agents (ICNA) is to assimilate basic science researchers and clinicians from many countries and disciplines in a common forum to address various approaches and advancements to achieve neuroprotection. The scientific format provides the opportunity for clinicians and basic researchers to come together in a relaxed and informal manner in order to foster the free exchange of ideas and concepts among the participants. Almost all the attendees provide an oral or a poster presentation, and informal discussions are scheduled for each session. The conferences are routinely held in small venues to encourage interaction among the participants outside of the formal sessions. Meals and coffee breaks are provided so discussions can continue throughout the day and evening. Receptions and excursions provide additional opportunities for scientific exchange. The ICNA is generally held every 2 years, and all proceedings have been published except for the very first conference held in Rockland, ME, USA, in 1991 [1]. The focus of the content in this special issue demonstrates the breadth of topics that are typical of the ICNA.

In keeping with its global aspect, the 16th ICNA was held in Bentonville, Arkansas, a small but growing city in the Northwest corner of the state. Student participation was excellent, thanks to the extensive neuroscience research being conducted throughout the state of Arkansas and elsewhere. Students at the graduate or postdoctoral level were eligible to compete in a scientific platform presentation session and competitive travel fellowships were graciously provided to Arkansas University students by the Arkansas Research Alliance.

The format was similar to previous ICNAs: a Monday evening reception, followed by a full day of presentations on Tuesday plus half-day morning presentations on Wednesday and Thursday. A brief walking tour of the historic downtown Bentonville preceded a tour and dinner on Tuesday afternoon/evening at the beautiful and informative Crystal Bridges Museum of American Art.

Contents and summaries:

[2] The effects of cannabidiol and its main metabolites on human neural stem cells. Many pregnant women have been using CBD to treat pregnancy symptoms, causing fetal exposure to CBD. Using human neural stem cells in culture, the authors reported that CBD and its major metabolites 7-OH-CBD and 7-COOH-CBD reduced human NSC viability at concentrations comparable to those in human blood. In addition, CBD was observed to reduce GFAP and cannabinoid receptor 2 (CB2) expression after NSCs differentiation.

[3] Anesthesia-induced developmental neurotoxicity in the setting of systemic inflammation: the role of microglia. Sevoflurane neurotoxicity is enhanced in the setting of systemic inflammation induced by either LPS injection or trauma (tibia fracture) in terms of its onset, the intensity and duration that could, at least in part, be explained by a complex interplay between microglia activation and T-cell infiltration. Specifically, our mechanistic studies suggest that sevoflurane induced neuroapoptosis triggers activation of microglia, which in turn leads to the upregulation of proinflammatory cytokine MCP-1 and endothelial cell adhesion molecule, ICAM-1 mRNA levels in the hippocampus. This results in T-lymphocyte infiltration in the hippocampal subiculum, an event that further perpetuates microglial activation to control neuroapoptosis which is suggested by the fact that microglia depletion leads to a significant worsening of sevoflurane-induced developmental neuroapoptosis.

[4] Assessing Potential Desflurane-induced Neurotoxicity Using Nonhuman Primate Neural Stem Cell Models. Our data suggests that at the clinically relevant concentration, desflurane did not induce Neural Stem Cell (NSC) damage/death, but impaired the differentiated neuronal cells after prolonged exposure. These findings should be helpful/useful for the understanding of the diverse effects of desflurane exposure on the developing brain and could be used to optimize the usage of these agents in the pediatric setting.

[5] Assessing the Developmental Effects of Fentanyl (Anesthetics/Analgesics) and Impacts on Lipidomic Profiling Using Neural Stem Cell Models. These data indicated that micro molar concentrations of fentanyl exposure (24-h) did not induce detectable cell death. However, a lipidomic analysis indicated that fentanyl may affect immature neural cell functions through modifying lipid composition and lipid metabolism. These data indicated that despite the absence of clear neurodegeneration, fentanyl may still have a negative impact on the developing brain.

[6] AlphaLinolenic acid-induced facilitation of GABAergic synaptic transmission is mediated via acid-sensing ion channel (ASIC1a) activity in the basolateral amygdala. The selective vulnerability of inhibitory neurons may contribute to the desynchronization of oscillations and lead to hyperexcitability disorders. By enhancing inhibitory neuronal transmission and bursting, alpha-linolenic acid may restore the synchronization of oscillations to prevent epilepsy and other hyperexcitability disorders.

[7] In vivo silencing of the thalamic Ca

V

3.1 voltage-gated calcium channels demonstrates their region-specific role in anesthetic mediated hypnosis. The authors silenced the Cacna1g gene that encodes the low-threshold-activated CaV3.1 T-type voltage-gated calcium channel subunit by injecting short-hairpin RNA (shRNA) into midline and intralaminar - nonspecific thalamus (MIT) and sensory - specific ventrobasal (VB) thalamic nuclei in wild-type mice. They found that knocking down CaV3.1 channels in MIT significantly decreased inhaled isoflurane concentration that is required to induce hypnosis, but it did not affect speed of anesthetic induction and the immobilizing effect of isoflurane. In contrast, knocking down the CaV3.1 channel in the VB thalamus did not affect any of the measured anesthetic endpoints. Hence, they concluded that CaV3.1 channels in nonspecific MIT thalamus have a preferential role in anesthetic hypnosis when compared to the sensory VB thalamus.

[8] Comparative electrophysiological study of neuroactive steroid-induced hypnosis in mice: sex and drug-specific differences. This study investigated sex-specific effects of two common neuroactive steroids such as alphaxalone and allopregnanolone on thalamocortical (TC) oscillations in mice that are associated with their hypnotic/sedative effects. They found that that females were more sensitive to both agents as evidenced by longer duration of hypnosis following intra-peritoneal injections of a dose of 100 mg/kg. Both agents had distinct electrophysiological signatures in TC circuitry that may underly their sedative/hypnotic effects with allopregnanolone inducing more profound TC suppression in females than males. The authors conclude that potential future use of neuroactive steroids for clinical anesthesia warrants consideration of their sex-specific effects.

[9] Cystamine reduces neurodegeneration and epileptogenesis following soman-induced status epilepticus in rats. Research efforts are continually investigating and aiming to improve therapies that may help alleviate neurodegeneration caused by injuries, toxic exposures, and/or neurological disorders. We present findings on the potential novel use of aminothiols as neuroprotectors, using a preclinical model of cholinergic-induced toxicity and associated neurodegeneration, highlighting the promising ability of aminothiols to reduce neuropathology when used as an adjunct to the current standard of care.

[10] Involvement of EGFR-AKT signaling in hemin-induced neurotoxicity. Using afatinib as a positive control, epithelial growth factor receptor (EFGR)-protein kinase B (aka AKT) signaling is implicated in hemin-induced neurotoxicity and may represent a druggable target for intracerebral hemorrhage.

[11] A double-edged effect of hypoxia on astrocyte-derived exosome releases. Using hypoxia-preconditioned donor cells, exosome functionality appears to have both beneficial and detrimental effects on neurotoxicity, suggesting that hypoxia preconditioning plays a double-edged role.

[12] Limitations to Clinically Restoring Meaningful Peripheral Nerve Function Across Gaps and Overcoming Them. This review examines the efficacies, mechanisms of action, and limitations of many of the techniques used to restore meaningful function to peripheral nerves following injury that destroys a length of a nerve, creating a gap. It concludes that a novel technique using a special formulation of plateletrich plasma (PRP) is the most effective technique and has few, if any, limitations.

[13] Mechanisms, including PRP, for Reducing/Eliminating Chronic Neuropathic Pain. This review examines the efficacies, mechanisms of action, and limitations of many of the techniques used to reduce neuropathic pain following peripheral nerve trauma. It concludes that a novel technique using a special formulation of plateletrich plasma (PRP) is the most effective and can not only induce long-term chronic neuropathic pain reduction but long-term pain elimination and has few, if any, limitations.


AUTHOR CONTRIBUTIONS

All authors listed have made a substantial, direct, and intellectual contribution to the work and approved it for publication.



AUTHOR'S NOTE

This editorial reflects the views of the authors and does not necessarily reflect those of the U.S Food and Drug Administration.



FUNDING

The author(s) declare that no financial support was received for the research and/or publication of this article.



CONFLICT OF INTEREST

The author(s) declared no potential conflicts of interest with respect to the research, authorship, and/or publication of this article.



REFERENCE


	
Slikker, W, Patterson, TA, and Andrews, RJ. Preface: 2022 international conference on neuroprotective agents conference on neuroprotective agents. Exp Biol Med (Maywood) (2023) 248(7):543–4. doi:10.1177/15353702231181136




	
Latham, LE, Gu, Q, Liu, S, Wang, C, and Liu, F. The effects of cannabidiol and its main metabolites on human neural stem cells. Exp Biol Med (2025) 250:10608. doi:10.3389/ebm.2025.10608




	
Useinovic, N, Newson, A, Near, M, Maksimovic, S, Volvovitz, B, Quillinan, N, et al. Anesthesia-induced developmental neurotoxicity in the setting of systemic inflammation: the role of microglia. Exp Biol Med (2025) 250:10549. doi:10.3389/ebm.2025.10549




	
Wang, C, Latham, LE, Liu, S, Talpos, J, Patterson, TA, Hanig, JP, et al. Assessing potential desflurane-induced neurotoxicity using nonhuman primate neural stem cell models. Exp Biol Med (2025) 250:10606. doi:10.3389/ebm.2025.10606




	
Wang, C, Sun, J, Donakonda, R, Beger, R, Latham, LE, Wu, L, et al. Assessing the developmental effects of fentanyl and impacts on lipidomic profiling using neural stem cell models. Exp Biol Med (2025) 250:10607. doi:10.3389/ebm.2025.10607




	
Pidoplichko, VI, Figueiredo, TH, Braga, MFM, and Marini, AM. α-linolenic acid-induced facilitation of GABAergic synaptic transmission is mediated via acid-sensing ion channel (ASIC1a) activity in the basolateral amygdala. Exp Biol Med (2025) 250:10545. doi:10.3389/ebm.2025.10545




	
Timic Stamenic, T, Feseha, S, Fine-Raquet, B, Tadic, VP, and Todorovic, SM. In vivo silencing of the thalamic CaV3.1 voltage-gated calcium channels demonstrates their region-specific role in anesthetic mediated hypnosis. Exp Biol Med (2025) 250:10553. doi:10.3389/ebm.2025.10553




	
Martin, A, Coulter, I, Cox, R, Covey, DF, Todorovic, SM, and Timic Stamenic, T. Comparative electrophysiological study of neuroactive steroid-induced hypnosis in mice: sex and drug-specific differences. Exp Biol Med (2025) 250:10550. doi:10.3389/ebm.2025.10550




	
Biney, AK, Schultz, CR, Stone, MF, Nguyen, DA, Wang, A, de Araujo Furtado, M., et al. Cystamine reduces neurodegeneration and epileptogenesis following soman-induced status epilepticus in rats. Exp Biol Med (2025) 250:10598. doi:10.3389/ebm.2025.10598




	
Huang, H-J, Tseng, Y-J, Lee, I-J, Lo, Y-L, and Lin, AM-Y. Involvement of EGFR-AKT signaling in hemin-induced neurotoxicity. Exp Biol Med (2025) 250:10554. doi:10.3389/ebm.2025.10554




	
Tseng, YJ, Huang, H-J, Lin, C-H, and Lin, AM-Y. A double-edged effect of hypoxia on astrocyte-derived exosome releases. Exp Biol Med (2025) 250:10559. doi:10.3389/ebm.2025.10559




	
Foy, CA, and Kuffler, DP. Limitations to clinically restoring meaningful peripheral nerve function across gaps and overcoming them. Exp Biol Med (2025) 250:10566. doi:10.3389/ebm.2025.10566




	
Kuffler, DP, and Foy, CA. Mechanisms for reducing/eliminating chronic neuropathic pain with a focus on platelet-rich plasma. Exp Biol Med (2025) 250:10567. doi:10.3389/ebm.2025.10567







Copyright © 2025 Slikker, Patterson, Todorovic and Andrews. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.


		ORIGINAL RESEARCH
published: 13 June 2025
doi: 10.3389/ebm.2025.10608


[image: image2]
The effects of cannabidiol and its main metabolites on human neural stem cells
Leah E. Latham, Qiang Gu, Shuliang Liu, Cheng Wang and Fang Liu*
Division of Neurotoxicology, National Center for Toxicological Research/Food and Drug Administration, Jefferson, AR, United States
* Correspondence: Fang Liu, fang.liu@fda.hhs.gov
Received: 28 March 2025
Accepted: 06 May 2025
Published: 13 June 2025
Citation: Latham LE, Gu Q, Liu S, Wang C and Liu F (2025) The effects of cannabidiol and its main metabolites on human neural stem cells. Exp. Biol. Med. 250:10608. doi: 10.3389/ebm.2025.10608

Abstract
Cannabidiol (CBD) has been used for different purposes by different populations in recent years. When consumed by pregnant women, CBD can pass through the placenta and enter the fetal blood stream. There is concern over adverse effects of fetal exposure to CBD and its major metabolites (7-OH-CBD and 7-COOH-CBD). In the present study, human neural stem cells (NSCs) were treated with CBD and its metabolites at different concentrations for various durations to understand how the drug may affect fetal brain development. NSCs were also treated with delta-9 tetrahydrocannabinol (THC) for comparison purposes. CBD, 7-OH-CBD and 7-COOH-CBD dose-dependently reduced NSC viability. CBD and 7-OH-CBD reduced NSC number at the G1 phase. A 24 h exposure did not cause significant change in NSC proliferation. At concentrations comparable to those detected in human blood, longer exposures to CBD, 7-OH-CBD and 7-COOH-CBD caused more obvious cell death. After NSCs differentiation, CBD treatment reduced GFAP and cannabinoid receptor 2 (CB2) expression. THC treatment reduced the GFAP expression, but the change in CB2 expression did not reach statistical significance. The expression of cannabinoid receptor 1 (CB1) and beta-tubulin III were not significantly altered by drug exposures. The study demonstrated that clinically relevant concentrations of CBD, 7-OH-CBD and 7-COOH-CBD affect basic physiological features of human NSCs. After NSC differentiation, the reduced expression of CB2 receptors and GFAP on differentiated cells further indicated the vulnerability of developing central nervous system to CBD and THC. These data will help to contextualize in vivo neurodevelopmental studies that may not accurately model human metabolite profiles of CBD.
Keywords: CBD, 7-OH-CBD, 7-COOH-CBD, THC, neural stem cells
IMPACT STATEMENT
There is a need to understand the effect of CBD on the developing brain. The current work demonstrates that exposure to CBD during early development poses a risk to the human developing brain. The work provides direct evidence on the adverse effects of 7-OH-CBD and 7-COOH-CBD on the human developing brain, helping to differentiate the effects of CBD from those of its major metabolites of 7-OH-CBD and 7-COOH-CBD. CBD and its major metabolites additively affect the developing central nervous system. The current study observes the effects of CBD and its metabolites on the brain cells, providing evidence that helps to distinguish the effects of CBD from those of its metabolites in vivo.
INTRODUCTION
Cannabidiol (CBD) is a non-intoxicating compound found in the plant Cannabis Sativa. Like with delta-9 tetrahydrocannabinol (THC), it naturally occurs in Cannabis Sativa. In 2018, the Farm Bill removed hemp which contains “no more than 0.3% THC on a dry weight basis” from marijuana (containing high levels of THC to have psychoactive effects, also called “cannabis”) in the Controlled Substances Act. Hemp products, especially those that contain CBD have rapidly proliferated. Preclinical and clinical studies indicate that CBD may have some therapeutic properties such as antidepressant-like, anxiolytic-like, anti-inflammatory, and antioxidative effects [1–5]. A recent clinical trial reported that CBD reduced cue-induced craving and anxiety of patients with opioid addition [6], highlighting the potential of CBD-based therapies for treating opioid use disorder. Currently, only one CBD product (Epidiolex®) is approved by the U.S. Food and Drug Administration (FDA) for treating refractory epilepsy in children. Despite being widely available, no other CBD products are approved for the treatment of medical conditions. A survey that included a random sample of 2,543 adults from all 50 U.S. states and the DC area showed 20% of 18-29-year-old adults and 16% of 30–49-year-old adults used a CBD product in 2019 [7]. Another survey with data collected from 2,000 Americans showed 33% of American adults used CBD in 2020 [8]. Most people use CBD to medicate themselves simply due to the perception that it is natural and safer than other drugs. However, there is no data demonstrating the CBD products are safe and efficacious for the treatment of medical conditions other than seizure in very select populations, and CBD is not risk free. CBD may be hepatotoxic [9–11], actively interact with other drugs [12, 13], suppress immune function [14, 15], and adversely affect the male reproductive system [16, 17].
In humans, CBD is rapidly metabolized [18]. Among the numerous CBD metabolites, 7-COOH-CBD is the most abundant in plasma, even more so than the parent compound. In humans, the second most abundant metabolite is 7-OH-CBD, whose concentration is comparable to CBD in plasma. While 7-OH-CBD has been reported to be bioactive [18, 19], whether 7-COOH-CBD has any bioactivity is not yet fully determined.
In the general population people use CBD for a variety of reasons. Many pregnant people report self-medicating with CBD to treat nausea, anxiety, and pain. When consumed by pregnant people, CBD can pass through the placenta [20], enter fetal blood circulation and directly interact with fetal organs. Moreover, CBD may enhance placenta permeability to other chemicals and increase the exposure of fetuses to those compounds [21]. Detection of CBD metabolites in meconium suggests that CBD is metabolized by fetuses, or that the metabolites can cross the placenta [22].
The endocannabinoid system is widely expressed in the central nervous system (CNS). It has an essential role in brain development and regulates and controls synaptic activity by releasing endogenous cannabinoids to interact with related receptors [23, 24]. CBD affects both developing and mature brains via various mechanisms, serving as a modulator of the endocannabinoid system [25]. CBD consumption during pregnancy causes fetal exposure to CBD which can accumulate in the brain due to its lipophilicity [26]. Adverse effects of CBD on the developing animal brain have been reported recently [27, 28]. With the high concentrations of 7-OH-CBD and 7-COOH-CBD in plasma, it merits further investigation to understand if the two most abundant metabolites have any effects on the human developing brain, which may contribute to the effects of CBD. Moreover, the decriminalization and legalization of cannabis for both medical and recreational use in many states in the US has caused a spike in THC consumption. THC is the most widely used illegal drug by pregnant women. It has been demonstrated that prenatal THC exposure adversely affects neurodevelopment [29], causing hyperactivity, cognition impairment, etc. in childhood [20, 30]. In the present study, we exposed human neural stem cells (NSCs) and cells that were differentiated from NSCs to CBD, 7-OH-CBD, 7-COOH-CBD and THC to assess their effects on NSC proliferation, viability and cell cycles, and the gene expression of some representative molecules on differentiated cells to get a basic idea on how they may affect brain biology at an early developmental stage.
MATERIALS AND METHODS
Test chemicals
CBD, 7-COOH-CBD (7-carboxy-CBD), 7-OH-CBD (7-hydroxy-CBD) and THC were purchased from Purisys (Athens, GA). CBD and the metabolites were pure; and the purity of THC was more than 95%, as stated by the manufacturer. They were dissolved in Dimethyl sulfoxide (DMSO, MilliporeSigma, St. Louis, MO) and stored in a −20°C freezer.
Human neural stem cell (NSC) culture
Human NSCs purchased from PhoenixSongs Biologicals (Branford, CT) were used in the study. These de-identified cells were derived from the hippocampus of human fetal brain. Media for NSC proliferation (named “growth medium”) and differentiation (named “differentiation medium”) were purchased from the same vendor. These cells have been confirmed to be NSCs and capable of differentiating into neurons, astrocytes and oligodendrocytes in our previous studies [31, 32]. The cells were seeded on laminin-coated dishes of 10 cm in diameter at a density of 4.5 × 104/cm2 and cultured with growth medium to promote NSC proliferation in a humidified incubator at 37°C with 5% CO2. The same cell density of 4.5 × 104/cm2 was applied when NSCs were seeded on 96-well plates for assays. More than 95% of the seeded cells were viable 24 h after seeding. Oxygen level in the incubator was controlled at 4% as the vendor recommended to promote NSCs to differentiate into neurons. To induce NSC differentiation, NSCs were cultured in differentiation medium. After 3 days differentiation, these cells were treated with CBD, 7-OH-CBD, 7-COOH-CBD and THC in differentiation medium for 6 days before harvested. NSCs from passage 12 to 15 were used for experiments.
LDH release assay
Lactate dehydrogenase (LDH) release assay (Roche Applied Science, Indianapolis, IN) was performed as previously reported [33, 34] to determine cytotoxicity after chemical exposures for 1, 3, 5, and 7 days.
5-ethynyl-2′-deoxyruidine (EdU) incorporation assay
NSC proliferation rate was measured using an EdU staining kit [Click-iT® EdU Alexa Fluor® High-throughput Imaging (HCS) Assay, Invitrogen, Carlsbad, CA] after 24-h exposure to the chemicals, as the manufacturer instructed.
Flow cytometric analysis of cell cycle
Cell cycle status was analyzed using flow cytometry, by quantifying DNA content with DNA-binding dye propidium iodide (PI, MilliporeSigma). After 24 h exposure to drugs, human NSCs were harvested, fixed and permeabilized in cold 70% ethanol. To ensure PI would stain DNA only, cellular RNA was digested with RNase A at 37°C for 1 h before DNA staining with PI. A LSRFortessa™ flow cytometer with FACSDiva™ software (BD Biosciences, San Jose, CA) was used to acquire PI signals and FCS Express (De Novo software, Pasadena, CA) was used to distinguish cells in each cell cycle phase. A total of 50,000 events were recorded on the flow cytometer.
Glutathione (GSH) assay
After 7 days drug exposures, the oxidative status of NSCs was assessed using GSH-Glo™ Glutathione assay (Promega, Madison, WI) as the manufacturer described. Briefly, NSCs cultured in 96-well plates were incubated with 1X GSH-Glo™ Reagent at room temperature, followed by incubation with Luciferin Detection Reagent and luminescence measurement.
Annexin V labeling for flow cytometry
To understand whether CBD, its metabolites or THC induced apoptosis or necrosis, human NSCs were labeled with Annexin V and PI (BD Biosciences) as manufacturer instructed after 24 h drug exposure. In brief, collected NSCs were washed with cold PBS, resuspended in Binding Buffer, and incubated with FITC Annexin V and PI, followed by flow cytometry analysis.
Terminal deoxynucleotidyl transferase dUTP nick-end labeling (TUNEL) assay
After 24 h exposure to CBD, its metabolites and THC, human NSCs were fixed with paraformaldehyde for TUNEL assay, using TUNEL Andy Fluor™ 488 Apoptosis Detection Kit (ABP Biosciences, Rockville, MD) as previously described [35].
Western-blots of β-tubulin III, glial fibrillary acidic protein (GFAP), oligodendrocyte myelin glycoprotein (OMG), capase 3 and cannabinoid receptors 1 and 2 (CB1 and CB2)
Western-blots of β-tubulin III, GFAP, OMG, caspase 3 (pro-caspase 3 and active caspase 3), CB1 and CB2 were conducted using Jess™ (ProteinSimple Inc.), whose protein separation principal is based on capillary electrophoresis technology. Protein analysis was performed following the protocol provided by ProteinSimple Inc. In brief, protein samples (0.5 mg/ml) were mixed with a sample buffer containing 200 mM dithiothreitol (DTT) and fluorescent standards (4:1 vol/vol), and denatured at 95°C for 5 min. The protein samples were loaded into capillaries, separated, immobilized, incubated with respective primary antibodies (1:50, β-tubulin III, GFAP and CB1: MilliporeSigma; OMG and CB2: Abcam; caspase 3: Novus Biologicals) for 1 h, washed, and then incubated with horse radish peroxidase-conjugated anti-rabbit (GFAP, CB1 receptor, CB2 receptor and caspase 3) or anti-mouse (β-tubulin III) secondary antibodies for 1 h. After washing, the capillaries were incubated with the luminol-S/peroxide substrates, and chemiluminescence signals were captured using a charge-coupled device (CCD) camera. After the chemiluminescence signals of the target protein in each capillary were captured, the chemiluminescence signals were stripped using a RePlex kit (ProteinSimple Inc.). Then, total proteins in each capillary were determined using the Simple-Western Total Protein Detection Module (ProteinSimple Inc.), which is a chemiluminescence based total protein assay kit. The chemiluminescence signals of the target protein and the total protein in each capillary were measured using the Compass software (ProteinSimple Inc.). The signal intensity of the target protein in each capillary were normalized automatically by the Compass software based on the signals of the total proteins in that capillary. The normalized signal intensity of the target protein represents the relative abundance of the target protein. ANOVA test was used to compare the relative abundance of each target protein among the different treatment groups.
Statistical analysis
Data were analyzed with GraphPad Prism 9 (GraphPad Software Inc., San Diego, CA) using one-way ANOVA followed by Dunnett’s post hoc test, and expressed as mean ± SD. Each experiment was repeated at least three times independently. It was statistically different when a p value is less than 0.05.
RESULTS
Cytotoxic effects of drugs
Human NSCs were exposed to a wide range of concentrations of CBD, 7-COOH-CBD, 7-OH-CBD and THC, which were selected according to the concentrations detected in human blood [18]. The LDH release assay revealed that CBD, its metabolites, and THC increased LDH release in a dose- and duration-dependent manner (Figure 1), suggesting these drugs caused cell death.
[image: Bar charts labeled A to D illustrate the effects of different concentrations of CBD, 7-OH-CBD, 7-COOH-CBD, and THC on cell viability over time. Each chart shows cell viability percentages across days of treatment with specific concentrations indicated by different shades and patterns. Statistical significance is marked with asterisks, and control groups are included for comparison.]FIGURE 1 | LDH release assay after CBD, 7-OH-CBD, 7-COOH-CBD and THC exposures for 1, 3, 5 and 7 days. (A) Exposure to 3.2 µM CBD significantly increased LDH release after 1 day and 3 days exposures; no obvious LDH release was detected after 5 days and 7 days exposures. The cytotoxic effects of 1.6 µM CBD were not significant until after 3 days exposure. Exposure to 0.3 µM CBD for 7 days caused an increase of LDH release. (B) 7-OH-CBD at 1.5 µM caused LDH release after 24 h exposure and continued through the entire experiment. No cells survived in 7.6 µM 7-OH-CBD group after 5 days exposure. (C) 7-COOH-CBD of 72.6 µM increased LDH release after 1 day and 3 days exposures; no obvious LDH release was detected after 5 days and 7 days exposures due to loss of cell. At 14.5 µM, 7-COOH-CBD induced higher LDH release after 3, 5 and 7 days, while 2.9 µM 7-COOH-CBD only show significant effects after 7 days exposure. (D) Exposure to 3.2 µM THC increased LDH release starting from the first day of exposure. At lower concentrations, 3.2 × 10-2 μM THC and 0.3 µM THC caused a transient LDH increase after 3 days exposure. *P < 0.05; **P < 0.01; ***P < 0.001; ****P < 0.0001, n = 4–6. The experiment was repeated at least three times independently.
After 24 h exposure to 3.2 µM CBD, LDH release was significantly increased by 32.7% compared with control; the increase reached to 48.9% after 3 days exposure. No obvious LDH release was observed on day 5 and 7 due to the loss of cells in this group. CBD at 1.6 µM caused an increase of LHD release after 24 h exposure, but it did not reach statistical significancy until after 3 days of exposure, when the LDH release was significantly elevated to 41.8%, and another significant increased LDH release after 5 days exposure. It was noticed that the surviving cells in the 1.6 µM CBD-treated group were not enough to make a significant change of LDH release after 7 days exposure. In addition, exposure to 0.3 µM CBD resulted in a significant increase of LDH release by 5.7% after 7 days exposure (Figure 1A).
The toxic effect of 7.6 µM 7-OH-CBD was revealed by the elevated LDH release of 21% after 24 h exposure (Figure 1B). It induced an 79.3% increase of LDH release after 3 days exposure. There was no viable cell left in the 7.6 µM 7-OH-CBD -treated group afterwards, and no obvious LDH release was detected. 7-OH-CBD at 1.5 µM caused LDH release through the entire exposure time course: the elevated release reached 23.8%, 21.8%, 14.4%, and 6.3% when measured after 1, 3, 5, and 7 days exposure. Lower concentrations of 7-OH-CBD (0.8 µM and 0.2 µM) did not induce a significant increase of LDH release (Figure 1B).
Being the most abundant CBD metabolite, 7-COOH-CBD at 72.6 µM increased LDH release by 20.3% after 24 h exposure and increased by 43.7% after 3 days exposure. Lower concentrations of 7-COOH-CBD also stimulated LDH release after longer exposure: a continuous elevation of LDH release was observed in 14.5 µM 7-COOH-CBD-treated group after 3 days exposure, reaching 23.9%, 1.5%, and 9.7% after 3, 5, and 7 days exposure (Figure 1C). Higher levels of LDH release were detected in the 3.2 µM THC group throughout the exposure period. An elevation of 5.7%, 15.7%, 12.3% and 13.5% occurred after 1, 3, 5 and 7 days exposure, respectively (Figure 1D).
According to a pharmacokinetic study [18], CBD metabolites 7-OH-CBD and 7-COOH-CBD were detected soon after the CBD intake, and the terminal elimination half-life was 14–17 h for CBD, 14–19 h for 7-OH-CBD, and 25–30 h for 7-COOH-CBD after one dose of CBD, suggesting that the human brain could be exposed to CBD and its metabolites simultaneously after CBD intake. Therefore, in this study, NSCs were exposed to a combination of CBD, 7-OH-CBD and 7-COOH-CBD to assess whether CBD, 7-OH-CBD and 7-COOH-CBD had any additive or synergistic toxic effects on NSCs. NSCs were exposed to 0.3 µM CBD, 0.3 µM7-OH-CBD, and 1.5 µM 7-COOH-CBD individually or in combination. The concentrations of each compound were selected to be similar to the steady plasma concentrations of CBD, 7-OH-CBD and 7-COOH-CBD found in a clinical trial, in which subjects took 1,500 mg CBD twice a day for 6 days, with a single dose on the morning of day 7 [18]. Compared with the control group (0.1% DMSO), although the NSCs exposed to individual chemical had a higher level of LDH release after 3 days exposure, the elevation was not statistically significant. The LDH release was significantly higher in the group of NSCs exposed to a combination of CBD with 7-OH-CBD, with an increase of 9.6%. Exposure to CBD and the two metabolites stimulated LDH release from NSCs by 7.8% after 3 days exposure. There was a 6.3% increase of LDH release in the group treated with CBD and 7-OH-CBD, and a 5.8% increase after treatment of CBD and the two metabolites for 5 days (Figure 2), while the single drug did not make a significant difference (Figure 2).
[image: Bar graph showing percent LDH activity over 1, 3, 5, and 7 days of treatment. Various treatments, including control, 0.3 μM CBD, combinations with 7-OH-CBD and 7-COOH-CBD, have differing effects. On days 3 and 5, certain combinations notably increase activity. Error bars indicate variability.]FIGURE 2 | LDH assay of combination treatments. NSCs were exposed to 0.3 µM CBD and 7-OH-CBD, and 1.5 µM 7-COOH-CBD and their combinations. CBD and 7-OH-CBD additively increased LDH release starting from day 3. *P < 0.05; **P < 0.01; ***P < 0.001, compared with the control, n = 4–6. The experiment was repeated at least three times independently.
Drugs effects on NSC proliferation and cell cycle
The cell cycle analysis did not observe any changes in S phase from any treated group, suggesting no obvious effect on NSC proliferation after 24 h exposure to the chemicals. The EdU assay showed similar results (data not shown). However, the number of G1 phase cells were reduced after exposure to 3.2 µM CBD by 13.1% (Figure 3A). Both 1.5 µM and 7.6 µM 7-OH-CBD caused reductions of G1 phase cells by 10.7% and 19.0%, respectively (Figure 3B), suggesting fewer diploid cells after exposure. THC of 3.2 µM also reduced G1 phase cell number (Figure 3D), but with a p value of 0.059. 7-COOH-CBD did not show a significant effect (Figure 3C).
[image: Bar graphs showing the effect of various concentrations of cannabinoids on cell cycle distribution. (A) CBD: higher concentrations reduce G1 phase cells and increase S phase cells. (B) 7-OH-CBD: higher concentrations reduce G1 phase cells, increasing S phase slightly. (C) 7-COOH-CBD: minimal impact on cell cycle distribution. (D) THC: reduces G1 phase cells and increases S phase cells significantly at higher concentrations. Data is presented as percent of cells in G1, S, and G2/M phases.]FIGURE 3 | Cell cycle analysis after 24 h CBD, 7-OH-CBD, 7-COOH-CBD and THC exposures. Decreased diploid cell number in G1 phase was detected in 3.2 µM CBD (A), 1.5 µM and 7.6 µM 7-OH-CBD (B) groups after 24 h exposure. The highest concentration of 14.5 µM 7-COOH-CBD (C) and 3.2 µM THC (D) did not cause a significant change of cell cycle. *P < 0.05; **P < 0.01; ***P < 0.001, compared with the control, n = 4–6. The experiment was repeated at least three times independently.
GSH levels in NSCs
CBD has been reported to be an antioxidant [4, 36], while THC has been shown to be an antioxidant or to increase oxidative stress, depending on different conditions [37, 38]. Whether CBD and its main metabolites affect the redox status in NSCs was determined by the measurement of GSH levels in NSCs. After 7 days exposure, CBD at 0.2 and 0.3 µM, 7-OH-CBD at 0.2 and 0.8 µM, 7-COOH-CBD at 0.3 and 2.9 µM and THC at 3.2 × 10−2 and 3.2 µM did not alter GSH in NSCs significantly (Figure 4). The concentrations of each drug were selected based on the result of LDH assay, which did not show obvious cytotoxic effects on NSCs, except that 0.3 µM of CBD caused a small but significant increase of LDH release.
[image: Four bar graphs show the effects of different compounds on normalized RLU values. Each graph compares control and varying concentrations:  1. CBD: Bars for control, 0.2 micromolar, and 0.5 micromolar. 2. 7-OH-CBD: Bars for control, 0.3 micromolar, and 0.8 micromolar. 3. 7-COOH-CBD: Bars for control, 0.3 micromolar, and 2.0 micromolar. 4. THC: Bars for control, 3.2e6 micromolar, and 3.2 micromolar.  All graphs suggest an increase in RLU compared to control.]FIGURE 4 | GSH levels after CBD, 7-OH-CBD, 7-COOH-CBD and THC exposures for 7 days. CBD at 0.2 and 0.3 µM, 7-OH-CBD at 0.2 and 0.8 µM, 7-COOH-CBD at 0.3 and 2.9 µM and THC at 3.2 × 10−2 and 3.2 µM did not make a significant change in the GSH levels in the exposed cells. N = 4–6. The experiment was repeated at least three times independently.
NSC apoptosis detected by annexin V-PI staining and TUNEL assay
In this study, TUNEL assay and flow cytometry of Annexin V and PI staining were conducted to verify the toxic effects of cannabidiol and its main metabolites. The control group showed 14% of cells were Annexin V+ and PI+. There was a 7% increase of positive cells in 1.6 µM CBD group, suggesting CBD-induced cell death was mainly late-stage apoptosis after 24 h exposure. However, no significant increase of Annexin V+ and PI+ positive cells was detected in 1.5 µM 7-OH-CBD, 14.5 µM 7-COOH-CBD or 0.3 µM THC groups (Figure 5A). TUNEL positive cells were detected in each treated group. Although some dead cells detached during the experimental procedure, the CBD-treated group still showed obvious TUNEL positive cells. The other groups showed scattered TUNEL positive cells (Figure 5B).
[image: Bar chart (A) shows the percentage of Annexin A and PI positive cells. 1.6 micromolar CBD significantly increases the percentage compared to other treatments and control. Image set (B) displays the effects of 1.6 micromolar CBD, 1.5 micromolar 7-OH-CBD, 14.5 micromolar 7-COOH-CBD, and 0.3 micromolar THC on cells, with green fluorescence for treatment effect and DAPI+TUNEL staining highlighting nuclei and cell death, indicated by arrows.]FIGURE 5 | Cell death detected by Annexin V-PI staining and TUNEL assay. (A) Twenty-four-hour exposure to 1.6 µM CBD significantly elevated the number of both Annexin V+ and PI+ cells. (B) Images of TUNEL assay showed the drugs-induced apoptotic cells (indicated by arrows). **P < 0.01, compared with the control, n = 3. The experiment was repeated three times independently.
Expression levels of β-tubulin III, GFAP, OMG, caspase 3, CB1 and CB2 receptors after drug exposures
From the 4th day of differentiation, the cells were treated with 0.3 µM CBD, 0.2 µM 7-OH-CBD and 1.5 µM 7-COOH-CBD for 6 days, which were comparable to the steady concentrations detected in the human blood when the subjects took 1,500 mg CBD twice daily for 6 days [18]. It was reported that serum concentration of THC ranged from 13 to 63 ng/mL in cannabis smokers (from a 7% Δ9-THC content cigarette) 0–22 h post inhalation [39]. The range of individual peak concentrations of THC is 1.6–160 μg/L (1.6–160 ng/mL) [29]. Therefore, the differentiated cells were exposed to 0.3 µM THC. After 10 days differentiation, markers for neurons (β-tubulin III), astrocytes (GFAP) and oligodendrocytes (OMG) were detected by Western Blots (Figures 6A–C), suggesting NSCs have differentiated into neurons and glial cells. No active caspase 3 was detected. The expression of pro-caspase 3 was similar among groups (Figure 6D). Although the signals were not as strong as GFAP, β-tubulin III or OMG, CB1 (Figure 6E) and CB2 (Figure 6F) were detected, suggesting that differentiated cells expressed CB1 and CB2 receptors. CBD treatment resulted in decreased expression of GFAP and CB2 receptors on differentiated cells. THC treatment significantly reduced GFAP expression, while the reduction of CB2 receptors did not reach statistical significance. The CBD metabolites of 7-OH-CBD and 7-COOH-CBD did not cause significant changes in expression of β-tubulin III, GFAP, OMG, CB1 and CB2 after 6 days treatments.
[image: Six bar graphs labeled A to F show relative abundance percentages of various proteins under different treatments: Control, CBD, 7-COOH-CBD, 7-OH-CBD, and THC. Graph A shows beta-tubulin signals with similar results across all conditions. Graph B shows significant reduction by THC in GFAP levels. Graph C presents OMG levels with no significant change. Graph D depicts procaspase 3 with slight increases. Graph E shows CB1 receptors, and Graph F shows CB2 receptors, both without notable differences. Each graph includes corresponding gel electrophoresis images above the bars.]FIGURE 6 | Western blots of β-tubulin III, GFAP, OMG, pro-caspase 3, CB1 and CB2 receptors in differentiated cells. No significant changes in the expression of β-tubulin III (A), OMG (C), pro-caspase 3 (D) or CB1 receptor (E). GFAP expression was lower in CBD and THC exposed groups (B). CB2 receptors expression was reduced in CBD exposed group (F). *P < 0.05; **P < 0.01; n = 3–5. The experiment was repeated at least three times independently.
DISCUSSION
CBD products are purported to treat numerous health conditions in the popular media, but in almost every instance lack approval from a regulatory agency. While there are studies reporting the beneficial effects of CBD [1, 2, 36, 40, 41], evidence on its adverse effects has also emerged [26, 27, 42]. Its interaction with other drugs is another concern [43]. When fetuses are exposed due to pregnant women consuming CBD, the fetal central nervous system (CNS) can be more vulnerable because of their incomplete development. There is a need to determine how much and how long CBD can be consumed before it may have any adverse effects on the developing human brain. Whalley et al. [44] observed interspecies variations in endocannabinoid signaling, implying possible species-specific inaccuracies if animal models are used to predict how CBD affects the human brain. Moreover, it is not possible to explore the effects of an early-life stressor such as CBD exposure in the human fetus. To obtain data from more relevant models, we purchased human NSCs that were collected from human fetal brain at gestational week 19 to conduct dose-response and time-course studies. Cultured NSCs can proliferate and differentiated in vitro [31, 32]. The present study detected strong expression of β-tubulin III, GFAP and OMG (Figures 6A-C), repeatedly confirming human NSC differentiation in vitro. Therefore, human NSCs can recapitulate some basic biological events happening in the developing human brain, allowing for the investigation of drug exposure events in a short period of time, and in a simplified system.
Effects of CBD, its metabolites and THC on NSCs
A challenge for modeling the effects of CBD in animals is distinguishing the effects of CBD from those of its metabolites. The relative ratios of CBD metabolites in animal models (e.g., dogs, rats, etc.) are incomparable to those of humans [45–49]. Moreover, CBD concentrations in human blood vary depending on the doses, frequency and routes of administration, and the consumers’ healthy state, etc. Even diet change can influence CBD concentrations in blood [18]. There is a need to perform screening using different concentrations of CBD to estimate the consequence of brain exposure. In a clinical trial, Taylor et al. [18] measured CBD and CBD metabolites including 7-OH-CBD and 7-COOH-CBD concentrations in healthy volunteer blood after they took different doses of CBD (Epidiolex®). A dose of 1,500 mg/day CBD administration resulted in the plasma Cmax of CBD, 7-OH-CBD and 7-COOH-CBD of 292.4 ng/mL (0.9 μM), 238.7 ng/mL (0.7 μM) and 3,060 ng/mL (8.9 μM), respectively. When 4,500 mg/day of CBD was administered, the Cmax of CBD, 7-OH-CBD and 7-COOH-CBD in plasma reached 722.1 ng/ml, 404.8 ng/ml and 5,120 ng/ml, respectively [18]. There is no report on CBD or its metabolites concentrations in the human brain, but data from animal experiments showed CBD reached the brain with a relatively high concentration soon after it was orally administered [50]. Considering the lipophilic property of CBD, in the present study, we selected a series of concentrations for CBD and its metabolites to treat human NSCs, based on their concentrations detected in human blood and the animal brain. The utilization of NSCs helped to compare the relative toxicity of CBD, its main metabolites and THC, to predict their potential toxicity in vivo, which is difficult with whole animal studies. Our findings demonstrated that NSCs were vulnerable and sensitive to CBD and its metabolites as evidenced by increase cell death, after the exposure to various concentrations, at different time points. Of note, even lower concentrations of CBD and the metabolites showed slight yet significant cytotoxic effects after long term exposure (Figure 1), suggesting the potential risks of chronic exposure to CBD in vivo. THC concentrations in human blood vary dramatically when the amount and frequency of consumption are different [51, 52]. In this study, THC concentrations were chosen to include both low and high THC concentrations detected in humans [51, 52]. It seemed that THC had similar effects on NSC viability as those of CBD (Figure 1), although CBD does not have psychoactive effects. In addition to the effects of 7-OH-CBD in isolation, we observed additive effects of CBD and 7-OH-CBD on cell death (Figure 2), providing evidence that 7-OH-CBD has active effects on NSCs. It is well known that 7-COOH-CBD is the most abundant metabolite in plasma [18, 53]. Its direct effects on the human brain were not fully determined due to the different concentrations in human and animal models. We observed the cytotoxic effects of 7-COOH-CBD on NSCs (Figure 1), which has not been reported in other studies.
Oxidative stress is often associate with cell death [54, 55]. Cellular GSH levels are an indicator of redox status. It was reported that high levels of GSH were essential for stem cells [56]. CBD was reported to have antioxidative and neuroprotective effects mediated by various mechanisms [41, 57–59]; THC has demonstrated different effects on redox homeostasis in different situations [37, 38]. In this study, we measured cellular GSH levels to understand NSC redox status after exposure to CBD, its metabolites, and THC for 7 days. The cellular GSH levels were not dramatically changed (Figure 4). It seemed that these drugs at subtoxic concentrations (except 0.3 µM CBD causing a subtle but detectable change in LDH release) did not significantly affect the redox status in NSCs.
Effects of CBD, its metabolites and THC on differentiated cells
In addition to NSCs, neurons and glial cells differentiated from NSCs are exposed to drugs and chemicals after they enter the fetal brain. In the present study, to determine responses of neurons, astrocytes, and oligodendrocytes after drug exposure, NSCs that had been differentiated for 3 days were treated with 0.3 µM CBD, 0.2 µM 7-OHCBD, 1.5 µM 7-COOHCBD, and 0.3 µM THC respectively for 6 days. No visible cell death was observed during the 6 days treatment, nor altered caspase 3 expression was detected in the differentiated cells, indicating these drugs did not cause significant death of developing neurons and glial cells. Western-blot results did not identify changes in β-tubulin III expression (Figure 6A), suggesting neuronal differentiation was not significantly affected by CBD, its metabolites or THC at the exposed concentrations. However, GFAP expression was decreased in CBD and THC-treated groups (Figure 6B). There is research work demonstrating that THC changed GFAP expression in the animal brain during development [60–63]. A recent study by Landucci et al. presented that CBD reduced GFAP expression in CA1 region of the developing rat hippocampus [61]. Not only in early development, GFAP expression was adjusted in adolescence or adulthood after THC exposure [64]. In the present study, since no significant cell death was observed, reduced GFAP expression could suggest that the cytoskeletal structure of astrocytes was modified, which could affect astrocyte maturation and functions. Our observations and those from others indicated that the GFAP expression seems to be quite sensitive and indicative of CBD and THC exposure. In contrast to their adverse effects on NSCs, CBD metabolites of 7-OH-CBD and 7-COOH-CBD did not significantly reduce GFAP expression, although 7-COOH-CBD showed the tendency (Figure 6B).
Both CB1 and CB2 receptors have been detected on neurons and astrocytes; and CB2 receptors are found to be present on microglia too [65–69]. It has been demonstrated that CB1 and CB2 receptors are expressed in the developing brain [70]. In the present study, with the limitation of available antibodies against CB1 and CB2 receptors, it was difficult to locate CB1 and CB2 receptors on neurons or astrocytes using immunocytochemical staining, although Western blots detected CB1 and CB2 receptors expression on differentiated cells. The relative weak expression of CB2 receptor of the Western blots suggested the low abundance of CB2 receptor expression during early brain development. CBD induced down-regulation of GFAP and CB2 receptors. Therefore, it was hypothesized that CBD could have interacted with astrocytes during astrocyte differentiation, causing modulation of astrocyte functions and CB2 receptor expression on astrocytes. While the consequences of the reduced CB2 receptor expression in the developing brain have yet to be elucidated, it was reported that decreased CB2 receptor expression could increase seizure susceptibility and cause a deficiency of social memory in mice [71, 72]. It will be an intriguing topic to understand how cannabinoids would affect CB2 receptors during the brain development, and whether such effects may alter brain functions in adulthood.
Summary
In this study, we performed an evaluation of key cannabinoids on the effects of NSC biology. Our data has demonstrated the adverse effects of CBD, its metabolites, and THC on NSCs and differentiated cells, indicating their toxic effects on the human brain at an early developmental stage. Observed effects of 7-OH-CBD and 7-COOH-CBD on NSCs highlighted their possible bioactivity in vivo. The cell cycle assay provided additional evidence that these drugs reduced the number of diploid cells, indicating cell death. We focused on some primary endpoints after the differentiated cells were exposed to drugs for 6 days, and detected changes in GFAP and CB2 receptors. Although more areas need to be explored, the present findings have provided evidence that CBD and its main metabolites at concentrations comparable to those detected in human blood may have adverse effects on the developing brain in vivo, especially after long-term exposure. Moreover, the comparative analysis of CBD and its key metabolites will also help to put findings from non-clinical studies, where metabolite profiles may not match that observed in humans, into context.
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Abstract
Although it is well documented in animal research that an early exposure to general anesthetics during critical stages of synaptogenesis disturbs normal brain development ultimately leading to cognitive and affective impairments, it is less clear whether and how surgical interventions and/or underlying systemic inflammation impact the detrimental effects of general anesthetics. Some emerging evidence suggests that aseptic systemic inflammation preceding exposure to the commonly used general anesthetics worsens anesthesia-induced neuroapoptosis and activates inflammasome pathways while resulting in impaired cognitive-affective behaviors. To improve our understanding of the underlying mechanisms, here we focused on multicellular interactions between damaged neurons and microglia since microglia is the resident macrophages within the brain that respond to stress. Using infant rats (post-natal day 7) and most commonly used inhaled anesthetic, sevoflurane, we examine microglia role in sevoflurane-induced inflammation-propagated developmental neurotoxicity. We show that sevoflurane exposure leads to a significant neuroapoptosis in young rat pup hippocampal subiculum, a neuroapoptosis that is worsened in the setting of systemic inflammation caused by either lipopolysaccharide (LPS) injection or trauma (tibial fracture). The worsening is not only shown in terms of the intensity of neuroapoptosis but in its duration and onset. We further report that sevoflurane-induced neuroapoptosis triggers activation of microglia, which in turn releases proinflammatory cytokine MCP-1 and upregulates endothelial cell adhesion molecule, ICAM-1. This leads to T-lymphocyte infiltration in the hippocampal subiculum, an event that further perpetuates microglia activation in an attempt to control neuroapoptosis which is suggested by the fact that microglia depletion leads to a significant worsening of sevoflurane-induced developmental neuroapoptosis. Our work gets us a step closer to making our animal work more relevant to the clinical setting and hence more translational. This is vitally important considering that exposure to anesthesia is exceedingly rare in the absence of any kind of a pathological process.
Keywords: tibial fracture, neonatal rats, sevoflurane, lipopolysaccharide, microglia, neuroinflammation, developmental neurotoxicity
IMPACT STATEMENT
Over four million children are exposed to general anesthesia annually in the US alone. The work over the past couple of decades suggests that anesthesia exposure of a developing young brain may result in neuroapoptosis and long-lasting impairments of socio-cognitive development. Since exposure seldom occurs in the absence of an underlying disease and/or inflammation, the question remains whether and how this may affect anesthesia-induced developmental neurotoxicity. Our work and the work of others would suggest that disease-associated inflammation worsens neurotoxicity. Understanding the underlying mechanisms is crucially important in the field of clinical anesthesiology and fundamental science alike. We believe that our investigation of the role of microglia and their interplay with T-lymphocyte in the setting of sevoflurane-induced inflammation-propagated neuronal damage gets us a step closer to better understanding this phenomenon, hence allowing us to develop promising strategies for the use of general anesthesia in a true disease setting.
INTRODUCTION
Based on numerous preclinical and emerging clinical findings over the past couple of decades, it is becoming apparent that an early exposure to general anesthetics (GAs) during critical stages of synaptogenesis disturbs normal brain development ultimately leading to cognitive and affective impairments [1–9]. Preclinical studies thus far have aimed to understand this worrisome phenomenon by performing studies with GAs largely in isolation from underlying disease processes that necessitate GA exposure in the first place. While this strategy had been extremely valuable in mechanistic analyses of GA-induced neurotoxicity, it has been repeatedly criticized. This is understandable since there is a significant gap in our understanding as to whether and how surgical interventions and/or underlying systemic inflammation impact the detrimental effects of GAs, especially considering that general anesthesia without an underlying illness or trauma is rare. In fact, systemic inflammation is prevalent in many disease processes and, importantly, surgical interventions themselves can initiate aseptic inflammatory responses [10, 11].
The work presented herein builds on our recently published observations that aseptic systemic inflammation preceding exposure to the commonly used inhaled GA sevoflurane, worsens sevoflurane-induced neuroapoptosis and activates inflammasome pathways while resulting in impaired cognitive-affective behaviors [12]. Here we focus on multicellular interactions between damaged neurons and microglia since microglia is the resident macrophages within the brain that respond to stress, typically triggering a pro-inflammatory state [13–16]. Hence, we set out to examine their role in several aspects of sevoflurane-induced inflammation-propagated developmental neurotoxicity. Our interest in the interactions between neurons and microglia is based on the fact that brain is considered an immune privileged organ lacking circulating immune cells [17, 18].
In the context of neuronal injury, damage associated molecular patterns (DAMPs) released by dying neurons trigger pro-inflammatory microglial activation and release of cytokines, in particular monocyte chemoattractant protein-1 (MCP-1) among others [19–22]. Since we have previously reported an increase in sevoflurane-induced neuroapoptosis in the setting of systemic inflammation [12], the question we asked here was whether infiltrating immune cells contribute to ongoing inflammatory processes and hence, whether they play a detrimental role in herein presented ongoing and enhanced neuronal destruction long after the offending agents (sevoflurane and biochemical products of inflammation) are no longer present. Furthermore, we also examine the expression of intercellular adhesion molecule-1 (ICAM-1) that enables peripheral immune cells to enter the brain [23] and assess the role of immune cell brain infiltration.
We introduce two disease-type systemic inflammatory states in neonatal rodents at peak of their brain development (post-natal day 7): lipopolysaccharide (LPS) injection and a novel neonatal tibial fracture model of trauma, each initiated prior to sevoflurane exposure thus enabling us to focus on the role of preemptive systemic inflammation.
In this study we first confirm that systemic inflammation enhances sevoflurane-induced neuroapoptosis and report that this is accompanied by heightened activation of microglia, upregulation of cytokine, MCP-1which is known to upregulate cell adhesion molecules that allow peripheral immune cells to enter the brain [21, 24] and increased expression of ICAM-1, a cell adhesion molecule and transmembrane glycoprotein that could be induced by upregulated MCP-1. We also report a role of microglia in subsequent T-lymphocyte infiltration in subiculum of sevoflurane-exposed animals in the setting of systemic inflammation.
MATERIALS AND METHODS
Ethical statement
All experimental procedures were approved by the Institutional Animal Care and Use Committee of the University of Colorado Anschutz Medical Campus and adhered to the NIH Guide for the Care and Use of Laboratory animals. All efforts were made to minimize the number of animals used and procedures were performed in full compliance with Public Health Service’s Policy on Humane Care and Use of Laboratory Animals.
Animals
Sprague-Dawley dams were purchased with PND 4-5 pups of equal gender (Envigo, Indianapolis, IN, United States), and housed under a 14/10 light-dark cycle with ad libitum access to food and water until pups were appropriate age for experiments. Upon arrival, animals were allowed a minimum of 36 h acclimation period prior to use.
Tibial fracture
PND6 rat pups were anesthetized with 3% sevoflurane. Animals were transferred to surgical station pre-heated to 37°C, and anesthesia was maintained with 2-3% sevoflurane administered via a nose cone. Animals were positioned supine, and the entire body was covered with sterile drapes except the right lower extremity. Skin was disinfected with iodine and alcohol swabs hip to ankle.
Under sterile conditions, the knee of the lower right extremity was flexed to expose the tibial plateau and patellar ligament. Stainless steel 0.38 mm inner rod of 22-gauge Quincke style spinal needle (McKesson, Irving, TX, United States) was advanced through the tibial medullary canal from the superomedial aspect of the tibial plateau to 1 cm above the ankle joint. The trajectory of the needle was parallel to the tibial shaft, 1-2 mm medial to the patellar ligament projection.
Upon secure placement, the proximal end of the needle was clipped off at the entry point using wire cutters. A small skin incision was made on the medial surface of the tibia midway along the shaft to expose the underlying bone. Transverse fracture was produced using sterilized straight Bonn scissors (Fine Science Tools, Foster City, CA, United States). Fracture point was confirmed, and stability verified with gentle manual manipulation of proximal and distal fragments. External pressure was applied to achieve hemostasis, and skin was reapproximated and sealed with veterinarian glue. Neosporin ointment was applied to spinal needle entry point as well as the skin incision site. Animal was disconnected from the anesthesia and placed on a heated blanket until they regained consciousness and were able to remain sternal. Animal was subsequently returned to the home cage and reunion with the dam closely observed over 30 min for signs of distress such as hypomobility, nursing difficulties, symptoms of agitation and unusual vocalization.
Sham surgery counterparts, randomly selected within the same litters, were similarly induced with 3% sevoflurane and transferred to the surgical station. Animals were kept under anesthesia for a duration of time equivalent to the average procedure time of the surgery animals within the litter. During this time, small incision was made mid-tibia medially, and soft tissues were gently manipulated with sterile tools to emulate injury of surrounding soft tissue. Neither intramedullary fixation nor sharp tibial fracture were performed. Skin incision was closed with veterinary glue, and animals were returned to the home cage and observed as described for fracture procedure.
LPS treatment
Lipopolysaccharide (LPS) model of systemic inflammation was induced as previously described [12]. Briefly, LPS (E. coli, O55:B5) was purchased from Sigma Aldrich (St. Louis, MO, United States) and dissolved in 1x phosphate buffered saline (PBS). On PND6, animals were randomly assigned to receive 1 mg/kg LPS intraperitoneally (i.p.) or PBS vehicle.
Microglial manipulations
Minocycline hydrochloride was purchased from Sigma Aldrich (St. Louis, MO, United States). PLX-5622 was purchased from Cayman Chemical (Ann Arbor, MI, United States). Immediately prior to injection, minocycline was dissolved in warm PBS, whereas PLX-5622 was dissolved in 10% dimethyl sulfoxide (DMSO) and 25% β-cyclodextrin (Santa Cruz Biotechnology, Santa Cruz, CA, United States).
To inhibit microglial activation, animals were randomly administered two i.p. doses of minocycline 40 mg/kg, based on the published literature [25, 26], or PBS vehicle. The first loading dose was administered 1 h prior to LPS, and second given 12 h later, 1 h before anesthesia exposure. To deplete microglia from the developing brain, 65 mg/kg PLX-5622 or DMSO-cyclodextrin vehicle were administered i.p. in 3 doses 24 h apart on PND4, 5 and 6, as determined by our pilot study.
Anesthesia exposure
Twelve hours after the tibial fracture or LPS injection, animals now at PND7 were exposed to 3% sevoflurane administered in 30% oxygen carrier gas or 30% oxygen carrier gas only for 3 hours, as described in our previous study [12]. In addition to being relevant in dose and duration [27, 28], this anesthesia regimen proved to be reliable and reproducible method in our previous study of inducing neuroapoptosis in PND7 rat pups [12]. Ambient temperature of 35.5°C and gas concentrations (oxygen, CO2 and sevoflurane) were continuously monitored in real time for the duration of the exposure (Datex Ohmeda Capnomac Ultima, Helsinki, Finland). Heart rate, blood glucose and oxygen measurements were obtained at the end of the 3 h exposure period in a subset of animals. Left ventricular blood sample was transcardially obtained for arterial blood gas analyses (i-STAT 1 Analyzer, Abbott Laboratories, Abbott Park, IL, United States) in a dedicated cohort, and given the terminal nature of the procedure, these animals were not used for further data analysis.
Tissue collection
Euthanasia and tissue collection were performed at predetermined timepoints (1 h, 2 h, and 8 h) following sevoflurane exposure. For histological evaluation, animals were deeply anesthetized with isoflurane and transcardially perfused with ice-cold PBS followed by 4% paraformaldehyde (PFA). Brains were extracted and placed in 4% PFA overnight for post-fixation, then transferred to PBS + 0.025% sodium-azide and stored at 4°C.
For gene expression assays, animals were deeply anesthetized with isoflurane and brains rapidly extracted on ice. Left and right hippocampi were combined and flash-frozen in liquid nitrogen, then stored at −80°C prior to further processing.
Neuroapoptosis quantification
Activated caspase-3 staining was performed as previously described [12]. Briefly, vibratome-cut sections were mounted on a slide, washed, quenched by submersion in Bloxall (Vector Labs, Newark, CA, United States) for 10 min and then blocked with 5% normal goat serum for 1 h at room temperature prior to staining. Stained serial 50 µm thick coronal brain slices (n = 4 subicula per animal) corresponding to −5.80 and −6.04 mm from bregma [29] were examined under Nikon Eclipse E800 microscope (Nikon Instruments, Melville, NY, United States). Images were obtained using a Nikon DS-Fi3 camera under a ×10 objective. Stained profiles were manually counted using a 500 µm2 grid placed over the regions of interest by an investigator blinded to treatment condition and multiplied by 2 to obtain the number of positive immunoprofiles per mm2, using NIS-Elements BR-5.11.02 software (Tokyo, Japan).
Immunofluorescence staining and analysis
For microglial visualization, free floating sections (n = 4 subicula per animal) were washed three times in PBS+0.1% Triton X-100. Slices were blocked in 5% normal donkey serum (NDS) (Sigma Aldrich, St. Louis, MO, United States) for 1 h at room temperature, then incubated overnight at 4°C with goat anti-rat Iba1 primary antibody (1:500; Abcam, Cambridge, UK, ab5076). The following day, slices were washed three times with PBS+0.1% Triton X-100, then incubated with Alexa Fluor 488 donkey anti-goat secondary antibody (1:500, Jackson ImmunoResearch, West Grove, PA, United States, 705-545-003) for 2 h at room temperature protected from light. Slices were then washed three times, mounted, coverslipped and kept at 4°C until imaging.
High resolution confocal images were obtained under ×10 objective on Olympus FV-1200 confocal laser scanning microscope (Olympus Corporation, Tokyo, Japan). An investigator blinded to treatment conditions performed qualitative analysis of microglial morphology. Microglia were deemed inactive if they exhibited small somas and long branching processes, whereas activated state was identified by substantial soma enlargement and retraction of processes. Percent activation was calculated as a proportion of activated to the total number of microglia in the rat subicula per visual field, multiplied by 100 and averaged across all slices per individual animal.
RNA extraction and quantitative polymerase chain reaction
Whole left and right hippocampus of each animal were combined, and total RNA isolated using RNeasy mini kit (Qiagen, Germany) according to the manufacturer’s instructions. 1,000 ng of RNA was used for cDNA synthesis (iScript Advance cDNA kit, Bio-rad, CA, United States). Quantitative real-time PCR was performed on a CFX Connect Real time system (Bio-rad, CA, United States) using SsoAdvanced Universal Probe Supermix (Bio-rad, CA, United States) and TaqMan gene expression assay probes for MCP-1 and ICAM-1 (Thermo Fisher Scientific, Waltham, MA, United States). Each sample was done in triplicate and normalized to the levels of GAPDH as a housekeeping gene. Results were expressed as fold changes compared to controls, which were assigned value of 1.
Flow cytometry
Two hours after exposure, freshly harvested hippocampi were finely minced and incubated in calcium- and magnesium-free Hanks Buffered Salt Solution (HBSS) with addition of collagenase/dispase digestive enzymes (Sigma Aldrich, St. Louis, MO, United States) for 30 min at 37°C. Digested sample was diluted with excess HBSS, passed through 100 μm cell strainer, and pelleted in refrigerated centrifuge at 500 × g for 7 min. Pellet was resuspended in 70/30 Cytiva Percoll gradient centrifugation media (Thermo Fischer Scientific, Waltham, MA, United States) and centrifuged at 800 × g for 30 min with deceleration brakes disengaged. Interphase layer was collected, resuspended in HBSS and centrifuged at 500 × g for 7 min to wash away the Percoll. Single cell suspension was obtained by resuspending the pellet in 250 µL flow cytometry buffer.
All antibodies and dyes were purchased from BioLegend (San Diego, CA, United States). Staining steps were performed at 4°C. Cells and appropriate single-stain and fluorescence-minus-one (FMO) controls were blocked with anti-CD16/32 antibody (1:100) for 5 min, then incubated for 30 min with mastermix staining solution containing following antibody-fluorochrome products: ZombieYellow viability dye (1:1800), CD45-Pacific Blue (1:400), CD3-APC (1:100), B220-PE (1:200). Cells were then washed, resuspended in flow cytometry buffer and analyzed immediately on Gallios 561 flow cytometer (Beckmann Coulter, Brea, CA, United States). Briefly, single cells were identified using scatter features, live cells identified with viability dye, and CD45+ cells were gated then further separated into T-lymphocyte and B-lymphocyte populations.
Statistical analysis
Statistical analysis was performed in GraphPad Prism 9.3. Differences between groups were assessed by the ANOVA followed by Tukey’s or Sidak’s post hoc test for one-way or two-way analyses, respectively. α was set at 0.05, thus p-values < 0.05 were considered statistically significant. Data were graphed as mean ± SEM, and level of significance indicated by elbow connectors with asterisks. For each dataset, males and females were separated and compared within each treatment group to establish the effect of sex differences. Analysis was performed using Two-way ANOVA and Sidak’s post hoc. Since we found no sex differences, the final set of data combined both sexes in each treatment group.
RESULTS
Based on our previous published work, it has been suggested that systemic inflammation results in worsening of sevoflurane-induced neuroapoptosis and upregulation of cytokines responsible for inflammasome activation [12]. Here we set out to further explore the severity of anesthesia-induced developmental neurotoxicity in the disease setting where we focus on a couple of timepoints of neuroapoptosis post-sevoflurane exposure as well as the role of microglia and cell adhesion molecules which allow for infiltration of circulating immune cells into the brain [21, 23, 24].
To continue to examine GA-induced inflammation-propagated developmental neurotoxicity we used two disease models: 1) systemic LPS injection and 2) trauma (tibia fracture as described in the Methods). The neurotoxicity was examined using activated caspase-3 (AC3+) staining as a reliable marker of neuroapoptosis. Our focus was on hippocampal subiculum for two main reasons: hippocampal subiculum is exquisitely sensitive to anesthesia-induced neurotoxicity [6, 30] and, as an extension of CA1 hippocampus, it plays an important role in socio-emotional development found to be impaired after an early exposure to anesthesia [2, 3, 31–34].
To assess the stability of relevant biological variables we carefully monitored and continuously recorded sevoflurane concentration, ambient temperature, oxygen delivery and CO2 concentration in anesthesia chamber to confirm the setting as stipulated in the Methods section. In addition, vital signs such as heart rate and oxygen saturation (using non-invasive pulse oximetry - SpO2) and blood glucose level were assessed in each animal group (control, LPS alone, sevoflurane alone and LPS + sevo). As shown in Table 1 we found no major changes in blood glucose concentration and SpO2 between groups when recorded at the end of sevoflurane exposure with an expected decrease in heart rate [35] in sevo and LPS + sevo groups. In addition, we studied arterial blood chemistry in a subset of animals within each cohort (sample sizes are included in Table 2). When collected and analyzed at the end of a 3-h sevoflurane exposure we confirmed that arterial blood chemistry, which reliably captures disturbances in tissue perfusion and oxygenation, was comparable to controls in each of the three experimental groups (Table 2).
TABLE 1 | Blood glucose concentration, hemoglobin saturation and heart rate in each animal group.
[image: Table comparing four experimental groups: Control, LPS, Sevo, and LPS + Sevo. For glucose (mg/dL), values are 98.17 ± 32.88, 64.83 ± 14.22, 115.3 ± 7.257, and 77.00 ± 36.38, respectively. For SpO₂ (%), values are 98.83 ± 0.4082, 97.50 ± 1.975, 95.00 ± 2.828, and 93.60 ± 2.608. For heart rate (per min), values are 343.5 ± 44.93, 312.2 ± 15.35, 217.5 ± 57.36, and 221.0 ± 34.27, with significant differences in bold. The note states significance at p < 0.001.]TABLE 2 | Arterial blood chemistry in each animal group.
[image: Table displaying results of an experiment with four groups: Control, LPS, Sevo, and LPS + Sevo. Each group shows measurements for pH, SpO₂, paO₂, and pCO₂. Control values are pH 7.33, SpO₂ 95.50%, paO₂ 88.13 mmHg, pCO₂ 57.56 mmHg. LPS values are pH 7.32, SpO₂ 97.00%, paO₂ 98.50 mmHg, pCO₂ 47.68 mmHg. Sevo values are pH 7.30, SpO₂ 93.22%, paO₂ 77.89 mmHg, pCO₂ 64.50 mmHg. LPS + Sevo values are pH 7.30, SpO₂ 93.90%, paO₂ 81.90 mmHg, pCO₂ 49.50 mmHg. Experimental conditions include oxygen and PBS usage.]We then proceeded to perform histomorphological analysis of developmental neuroapoptosis in each animal group (Figure 1A–D). As shown in Figure 1 we found that both LPS-induced systemic inflammation (previously reported [12] and shown here as a shadow graph in right upper corner) and trauma cause significant increase in activated caspase-3 positive cells (AC3+) in the developing subiculum of the animals exposed to sevoflurane for 3 hours compared to either sevoflurane alone or LPS/trauma alone. Interestingly, unlike LPS, trauma alone did not result in upregulated AC3+ cells when compared to sham controls. However, preemptive systemic inflammation caused by either LPS or trauma (p < 0.01) worsens developmental neuroapoptosis in young hippocampal subiculum of the animals exposed to sevoflurane at the peak of their synaptogenesis (PND7) compared to sevoflurane alone group.
[image: Four micrographs labeled A to D show tissue samples under different conditions: A is Control, B is Trauma, C is Sevo, and D is Trauma + Sevo. A bar chart below illustrates the number of AC-3 positive cells per square millimeter for each condition, with significant increases in the Trauma and Trauma + Sevo groups. A smaller graph indicates inflammation levels as a percentage, showing higher levels in Trauma groups.]FIGURE 1 | Preceding tibial fracture worsens sevoflurane-induced neuroapoptosis in the hippocampal subiculum of PND7 rat pups. Histomorphological analyses of neuronal apoptosis in the hippocampal subiculum are shown in the representative images of activated caspase-3 (AC-3+) staining in the hippocampal subiculum in control (A), trauma (B), sevoflurane (C) and trauma + sevoflurane (D) groups. The number of AC-3+ cells was increased in trauma + sevoflurane group compared with controls. ×10 magnification, scale bar is 100 μm. Bar graphs show the quantification analysis of AC-3+ positive cells per square millimeter in the hippocampal subiculum. Although trauma alone was indistinguishable from the control group, 3 hours of sevoflurane exposure significantly increased AC-3+cells compared with the control or trauma group. However, sevoflurane exposure in the setting of trauma (trauma + sevo group) the number of AC-3+ cells were greater compared with either treatment alone. Because there were no gender differences in AC-3+ cells densities, the results from both sexes were combined. For the ease of side-by-side comparisons, we include shadow bar graph in the upper right corner that shows previously published effects of lipopolysaccharide (LPS) on sevo-(sevoflurane) induced developmental neuroapoptosis. [12]. One-way ANOVA with Tukey’s post hoc. ns - non-significant, *p < 0.05, **p < 0.01, ****p < 0.0001.
To assess the severity of GA-induced inflammation-propagated developmental neurotoxicity we set out to further examine the importance of inflammatory priming. Hence, we shortened the exposure to sevoflurane from 3 h (as shown in Figure 1) to only 1 h (Figure 2). We noted that although such short exposure has no bearing on AC3+ levels in sevoflurane alone groups when compared to controls, the AC3+ levels in sevoflurane group in the setting of LPS-induced systemic inflammation are significantly upregulated when compared to sham controls or the other two experimental groups (sevoflurane, p < 0.001 or LPS alone, p < 0.01) (Figure 2). Importantly, a short, 1-h sevoflurane exposure in the setting of inflammation is found to be as harmful as a 3-h exposure in the setting of systemic inflammation (Figure 2).
[image: Bar graph showing AC-3 positive cells per square millimeter across four groups: Control, LPS, Sevo, and LPS+Sevo. Control shows the lowest count, with an increase seen in LPS and Sevo. LPS+Sevo has the highest count. Significant differences indicated by asterisks.]FIGURE 2 | Short (1 hour) sevoflurane exposure in the setting of systemic inflammation induces significant neuroapoptosis in the hippocampal subiculum of PND7 rat pups. Quantitative analyses of AC-3+ positive cells per square millimeter in the hippocampal subiculum showed that a short exposure to sevoflurane alone is similar to controls, whereas the AC3+ level in sevoflurane group in the setting of LPS-induced systemic inflammation (LPS + sevo group) is significantly upregulated when compared to sham controls or the other two experimental groups. Because there were no gender difference in AC-3+ cells densities, the results from both sexes are combined. One-way ANOVA with Tukey’s post hoc. **p < 0.01, ***p < 0.001.
Furthermore, when we examined the delayed signs of neuroapoptosis, we found that the AC3+ levels in the LPS and sevoflurane alone groups at 8 h post-exposure are back to the control levels whereas the AC3+ levels in sevo-treated groups in the setting of systemic inflammation (LPS + sevo group) remain significantly upregulated when compared to either control, LPS or sevoflurane alone groups (p < 0.0001) (Figure 3). Interestingly, an ongoing neuroapoptosis in LPS + sevo group appears to be of the same intensity at 8 h timepoint post-sevoflurane exposure for 3 hours, as the one detected at the earlier timepoint, 2 h post-sevoflurane exposure (also shown in Figure 1). In aggregate, these findings suggest that the interactions between the inflammatory processes and general anesthesia result in amplified and prolonged neuronal demise hours after the offending agent (sevoflurane) is discontinued.
[image: Bar graph displaying AC-3 positive cells per square millimeter across five conditions: Control, LPS, Sevo, LPS plus Sevo, and LPS plus Sevo at two hours. The highest cell count is seen in LPS plus Sevo, with significant differences marked by asterisks. "ns" indicates no significant difference between some comparisons.]FIGURE 3 | Sevoflurane exposure in the setting of LPS-induced systemic inflammation causes prolonged neuroapoptosis in the hippocampal subiculum of PND7 rat pups. Quantitative analyses of AC-3+ positive cells per square millimeter in hippocampal subiculum showed that the AC3+ levels in the LPS and sevoflurane alone groups at 8 h post-exposure are back to the control levels whereas the AC3+ levels in sevo-treated groups in the setting of systemic inflammation (LPS + sevo group) remain significantly upregulated when compared to either control, LPS or sevoflurane alone groups. The bar to the far right shows that the AC3+ levels in LPS + sevo group are of the similar magnitude at 8 h post-sevoflurane exposure as the one detected at 2 h post-sevoflurane exposure. Because there were no gender difference in AC-3+ cells densities, the results from both sexes are combined. One-way ANOVA with Tukey’s post hoc. ns - non-significant, ****p < 0.0001.
In view of the observed intensity and duration of sevoflurane-induced neuroapoptosis in the setting of systemic inflammation, we set out to examine the role of microglia since they serve as the resident macrophages within the brain and respond to stress, typically triggering and propagating a pro-inflammatory state. Microglia are ramified with processes that probe the extracellular environment and become amoeboid with retracted processes in an activated state (Figure 4A). We assessed microglia activation using morphological features of Iba1+ labelled microglia in the hippocampal subiculum. Our data collected 2 h after sevoflurane exposure demonstrate that LPS, trauma (tibial fracture), or sevoflurane alone can independently cause a ∼2-fold increase in microglia activation in the subiculum compared to their respective controls. When sevoflurane was administered following LPS (Figure 4B) or trauma (Figure 4C), a further increase in microglial activation was observed (∼3- and ∼4.5-fold above controls, respectively; p < 0.0001).
[image: Panel A shows green-stained microglia in resting and activated states, with arrows highlighting differences. Panel B features a bar graph comparing percentages of reactive microglia under various conditions: Control, LPS, Sevo, and LPS+Sevo with significance levels. Panel C displays a bar graph comparing reactive microglia in Control, Trauma, Sevo, and Trauma+Sevo conditions, also with significance levels.]FIGURE 4 | Sevoflurane exposure causes microglia activation in the hippocampal subiculum of PND7 rat pups that is worsen in the setting of trauma- and LPS-induced systemic inflammation. (A) Resting microglia (left panel) are ramified with processes (arrows) that probe the extracellular environment and become amoeboid (right panel) in activated state (arrowheads). ×60 magnification, scale bar 20 μm. (B) At 2 h post-sevoflurane exposure we detect significant (∼2-fold) increase in microglia activation in LPS or sevoflurane alone groups in the subiculum compared to their respective controls. When sevoflurane was administered following LPS, we report a further increase in microglial activation (∼3-fold above controls). (C) At 2 h post-sevoflurane exposure we detect significant (∼2-fold) increase in microglia activation in trauma (tibia fracture) or sevoflurane alone groups in the subiculum compared to their respective controls. When sevoflurane was administered following trauma, we report a further increase in microglial activation (∼4.5-fold above controls). Because there were no gender difference in microglia activation densities, the results from both sexes are combined. One-way ANOVA with Tukey’s post hoc. **p < 0.01, ***p < 0.001, ****p < 0.0001.
Considering that the pattern of microglia activation (Figure 4) mimics the pattern of neuroapoptosis (Figure 1) we set out to further probe whether activated microglia may be, at least in part, responsible for amplified sevoflurane neurotoxicity in the setting of systemic inflammation. We exposed PND7 rat pups to minocycline to block microglial activation [36, 37] at the time of LPS administration and again 12 h later at the time of sevoflurane exposure. AC3+ cells were evaluated 2 h post-sevoflurane exposure. We observed significant increase in neuroapoptosis in minocycline-treated pups exposed to LPS + sevo compared to those without minocycline (p < 0.0001) (Figure 5). Considering that minocycline is not selective for microglia but can also downregulate other cell types (e.g., T-lymphocytes), we repeated this experiment with a more selective microglia-depleting agent, PLX5622. PLX5622 was administered once daily for 3 consecutive days to deplete the microglia prior to LPS administration and again 12 h later at the time of sevoflurane exposure. This treatment resulted in almost complete removal of microglia as shown in the representative microphotographs (Figure 6). AC3+ cells were quantified 2 h post sevoflurane exposure. Similarly to minocycline (Figure 5), we observed a significant increase in neuroapoptosis in PLX5622-treated pups exposed to LPS + sevo compared to those not pretreated with PLX5622 (p < 0.01) (Figure 6). These findings would suggest that microglia in the inflammatory setting is very important for cleaning damaged neurons demonstrating that their loss could result in the accumulation of neuronal debris and further promulgation of the inflammatory responses and enhanced neuronal damage.
[image: Bar chart depicting the number of AC-3 positive cells per square millimeter under different conditions involving LPS, Sevo, and Mino. Bars show variations in cell count with notable increase and statistical significance indicated by asterisks.]FIGURE 5 | Microglia inhibition with minocycline results in worsening of sevoflurane-induced neuroapoptosis in the setting of LPS-induced systemic inflammation. When PND7 rat pups were treated with minocycline (Mino) at the time of LPS administration and again 12 h later at the time of sevoflurane (sevo) exposure we found that the density of AC3+ cells evaluated 2 hours post-sevoflurane was significantly increased in neuroapoptosis compared to those without minocycline. The difference between minocycline-pretreated groups and other animal groups (controls, LPS alone, sevoflurane alone) was not significant. Because there were no gender difference in microglia activation densities, the results from both sexes are combined. Two-way ANOVA with Sidak’s post hoc. ****p < 0.0001.
[image: Fluorescent images show brain sections labeled with "CA1," "DG," and "Sub," comparing Vehicle and PLX5622 treatments. The PLX5622 section shows fewer green markers. Below, a bar graph displays AC-3 positive cell counts under various conditions labeled LPS, Sevo, and PLX5622, with notable differences, especially between certain groups, marked by stars.]FIGURE 6 | Microglia depletion with PLX5622 results in worsening of sevoflurane-induced neuroapoptosis in the setting of LPS-induced systemic inflammation. When PND7 rat pups were treated with a more selective microglia inhibitor, PLX5622 at the time of LPS administration and again 12 h later at the time of sevoflurane exposure, we found that the density of AC3+ cells evaluated 2 hours post-sevoflurane was significantly increased compared to vehicle-treated counterparts. The difference between PLX5622-pretreated animals and corresponding vehicle-treated animals within groups (controls, LPS alone, sevoflurane alone) was not significant. Because there were no gender difference in microglia activation densities, the results from both sexes are combined. ×10 magnification, scale bar 150 μm. Two-way ANOVA with Sidak’s post hoc, **p < 0.01.
We have previously published that pro-inflammatory cytokines, IL-1β and possibly IL-18 are upregulated in the brains of the animals exposed to systemic inflammation [12]. To further probe the role of proinflammatory cytokines, we examined the levels of MCP-1, known to upregulate cell adhesion molecules that allow peripheral immune cells to enter the brain [21, 24]. In the same vein we examined the expression of ICAM-1, a cell adhesion molecule and transmembrane glycoprotein that could be induced by upregulated MCP-1. We observed a significant 4.7-fold increase in MCP-1 (Figure 7A) and 2.5-fold increase in ICAM-1 mRNA expressions (Figure 7B) (p < 0.05) in LPS + sevo treated rats compared to controls.
[image: Graphs display experimental data with statistical significance indicated by asterisks. A and B show relative mRNA expression of MCP-1 and ICAM-1 under different conditions: Control, LPS, Sevo, LPS+Sevo, with a significant increase in LPS and LPS+Sevo groups. C illustrates CD3+/CD45+ cell percentages, higher in LPS and LPS+Sevo. D and E are flow cytometry plots comparing Control and LPS+Sevo, showing differences in cell populations with emphasis on T-cell distribution.]FIGURE 7 | Sevoflurane exposure in the setting of LPS-induced systemic inflammation causes a significant increase in microglia-secreted cytokine, MCP-1 and cell adhesion molecule, ICAM-1 resulting in T-lymphocyte infiltration in hippocampal subiculum of PND7 rat pups. (A) There is a significant upregulation MCP-1 mRNA in LPS + sevo group when compared to controls and sevo-alone groups. (B) Similarly, we found that, when compared to controls and sevo alone groups, there is a significant upregulation of ICAM-1 mRNA expression in LPS + sevo group. (C) There is a significant increase in the proportion of T-lymphocytes in the hippocampus of LPS + sevo rat pups compared to controls. (D) Representative flow scatter plots in control group. (E) Representative flow scatter plots in sevoflurane group in the setting of systemic inflammation. Because there were no gender difference, the results from both sexes are combined. One-way ANOVA with Tukey’s post hoc. *p < 0.05, **p < 0.01, ****p < 0.0001.
Since upregulated MCP-1 promotes T-lymphocyte infiltration, we decided to determine the presence of peripheral immune cells in sevoflurane exposed rat pups in the setting of LPS-induced systematic inflammation using flow cytometry. To minimize the risk of contamination from within the traversing blood vessels, animals were thoroughly perfused with ice-cold PBS immediately prior to hippocampal dissection. As shown in Figure 7C, we found a significant increase (p < 0.01) in the proportion of T-lymphocytes in the hippocampus of LPS + sevo rat pups compared to controls (representative flow scatter plots are shown in Figures 7D,E). No differences in proportions of B-cells or neutrophils were observed in our CD45+ population (data not shown). Based on this finding we suggest that sevoflurane anesthesia in the setting of systemic inflammation results in significant T-lymphocyte infiltration in hippocampal subiculum.
DISCUSSION
Here we show that an early exposure to sevoflurane during critical stages of synaptogenesis leads to significant neuroapoptosis in young rat pup subiculum, which is worsened in the setting of systemic inflammation caused by either LPS injection or trauma (tibial fracture). The worsening is not only shown in terms of the intensity of neuroapoptosis but in its duration and onset. Our mechanistic studies presented herein suggest that sevoflurane-induced neuroapoptosis triggers activation of microglia, which in turn leads to the upregulation of proinflammatory cytokine MCP-1 and endothelial cell adhesion molecule, ICAM-1 mRNA levels in the hippocampus. This results in T-lymphocyte infiltration in the hippocampal subiculum, an event that further perpetuates microglial activation in an attempt to control neuroapoptosis which is suggested by the fact that microglia depletion leads to a significant worsening of sevoflurane-induced developmental neuroapoptosis. The series of proposed events is depicted in Figure 8.
[image: Flowchart depicting the effects of sevoflurane with or without LPS or trauma, leading to increased neuroapoptosis. Resting microglia transform into activated microglia, releasing MCP-1 and ICAM-1, facilitating T-lymphocyte infiltration.]FIGURE 8 | Schematic diagram of the proposed pathway in the setting of sevoflurane-induced systemic inflammation-propagated developmental neuroapoptosis in the hippocampal subiculum of PND7 rat pups. Sevoflurane-induced neuroapoptosis triggers activation of neuroprotective microglia, which in turn releases proinflammatory cytokine, MCP-1 and activates endothelial cell adhesion molecule, ICAM-1. This leads to T-lymphocyte infiltration in the subiculum, an event that further propagates neuroprotective microglia activation in an attempt to control neuroapoptosis, clear the debris and restore the neuropil.
Due to its complexity, the studies assessing the role of inflammation in anesthesia-induced developmental neurotoxicity have been limited and sometimes at odds with each other [38] with some reporting the worsening of neurotoxicity and long-lasting impairment of cognitive function [12, 39] and other showing amelioration of anesthesia neurotoxicity [40, 41]. Most recent report indicates that sevoflurane, in the setting of LPS-induced systemic inflammation, causes significant upregulation of activated caspase-1 and NLRP1 (NLR family pyrin domain containing 1) along with related proinflammatory cytokines, IL-1β, and IL-18 [12]. This was suggested to result in the formation of caspase-1/NLRP1 inflammasome complex which in turn activates caspases-9 and -3 thus further propagating sevoflurane-driven neuronal demise [12]. Importantly, it also resulted in worsening of learning and memory deficits in male rodents and heightened anxiety-related behavior in female rodents, a sex-specific change noted when tested in young adulthood [12]. As complex as the phenomenon may be, it is becoming more apparent that systemic inflammation could be detrimental to anesthesia-induced developmental neurotoxicity thus suggesting that studying clinically relevant conditions of a disease is paramount. Our work presented herein would suggest that similarly to systemic inflammation caused by LPS, a seemingly regional inflammation caused by bone injury, namely, tibial fracture, followed by surgical repair, using open reduction and internal fixation approach, could result in very similar neurotoxic effects in very young brain.
Based on currently available knowledge which suggests that cytokines and inflammasomes play an important role in the setting of systemic inflammation, we reasoned that microglia could play an important role as well. As specialized macrophages, microglia is considered the innate immune cells in the brain responsible for neuronal protection against different pathogens [13–16, 42, 43]. Through their phagocytic activity microglia control neuronal pruning and the refinement of neuronal circuitries and as such, they play an important role in brain development since they control every important aspect of synaptogenesis [44–49]. The complex role of activated microglia includes not only promotion of inflammation and neurotoxicity (neurotoxic phenotype) [50, 51] but depending on the activation stimulus, they may promote anti-inflammatory and neuroprotective effects (neuroprotective phenotype) [52]. It has been reported that, as the first line of defense, neurotoxic microglia release pro-inflammatory factors with potentially neurotoxic effects. Along those lines, we have previously reported the upregulation of pro-inflammatory cytokines, IL-1β and IL-18 immediately post-sevoflurane exposure in the setting of LPS-induced systemic inflammation [12]. However, if only neurotoxic phenotype gets activated in this setting, one would expect that global microglia inhibition post-minocycline or depletion post-PLX5622 pretreatment would result in ameliorated caspase-3 activation and not enhanced one as we report herein. This prompted us to hypothesize that neuroprotective subset of microglia which suppress inflammation and promote repair of damaged neuropil [53–55] are important in controlling sevoflurane-induced neuroapoptosis in the setting of systemic inflammation. The suggested mechanism supported by our findings would indicate that the observed rise in activated microglia we report herein could be, at least in part, due to an increase in a subset of neuroprotective microglia in the setting of sevoflurane-induced inflammation-propagated developmental neurotoxicity. It has been reported that a conversion of microglia to neuroprotective phenotype gives rise to so-called ‘acute central inflammation’ deemed to be neuroprotective due to its clearing and repairing properties [13, 56]. The puzzling question though remains whether microglia inhibition with minocycline or depletion with PLX5622 targets neuroprotective microglial phenotype more so than the neurotoxic one thus disturbing the fine balance between microglia-dependent neurotoxic and neuroprotective pathways leading to a more substantial neuronal damage post-sevoflurane treatment in the inflammation setting. Further detailed analysis of neurotoxic and neuroprotective microglial phenotype and their interplay in this experimental setting would shed more light on this interesting proposition.
Microglia are instrumental in cleaning up damaged neurons and are considered to be irreplaceable in maintaining neuronal health and timely synaptic development [44–49]. Because of the substantial crosstalk and synergistic activity between microglia and adaptive immune system components during inflammatory conditions [57], an important consideration in this setting is the interaction between T-lymphocytes and neuroprotective microglia. It has been reported that neuroprotective microglia promote local infiltration of T-lymphocytes by expressing MHC-I (major histocompatibility complex-I) [58, 59] and by releasing neuroprotective cytokines such as IL-4, -10 and −13, TGF-β and IGF-1 in the local milieu [55, 60]. Importantly, this in turn can induce the differentiation of naïve T-cells to neuroprotective Th2 and Treg T-cell phenotypes which can release their own anti-inflammatory cytokines, IL-4, -10 and −13 and promote further T-cell infiltration while decreasing the conversion to neurotoxic microglia and reducing the activation of pro-inflammatory type T-cells [57, 61]. Although not designed to examine such complex interaction between infiltrated T-lymphocytes and their various phenotypes on the one side with neuroprotective microglia on the other, our results would suggest that local infiltration of T-cell (but not B-cells), is important in controlling neuroprotective microglia activation and neuronal demise in the setting of sevoflurane-induced neuroapoptosis. This notion is supported by our findings that microglia depletion results in worsening of neuronal damage, most likely due to a disturbed feedback loop between microglia activation and T-lymphocyte infiltration known to play an important role in microglia phagocytosis which improves the clearing of the debris and repairing of damaged neuropil [57, 61]. More detailed assessment of T-cell and microglia phenotypes and secreting properties would be necessary to examine this view. It is worth noting that our work presented herein was focused on the acute timeline, i.e., at 17 h after the initiation of inflammation and only 2 h after the end of sevoflurane exposure. Although this is the optimal time for the assessment of the severity of neuroapoptosis, it is relatively early for detection of T-cell infiltration and its phenotype conversion [16]. Based on previously published work, it appears that later timepoints would be useful in assessing the full scope of T-cells and microglia interactions in the setting of sevoflurane-induced inflammation-propagated neuronal demise.
In the attempt to make our animal work more relevant to the clinical setting and hence more translational, we introduce for the first time a model of trauma in very young animals that is caused by bone fracture. Since the vulnerability to GA-induced developmental neurotoxicity has been reported in pediatric groups up to 4 years of age [62–67], we believe that using orthopedic trauma model is relevant since orthopedic injuries occur in that age group [68, 69] in otherwise healthy and active children. A trauma model of tibial fracture simulates aseptic inflammation since it entails a small skin nick, blunt manipulation of soft tissue and tibial fracture followed by internal fixation, the components relevant to trauma-like disease state [10, 11]. In view of our findings that trauma-induced propagation of sevoflurane-induced neurotoxicity mimics one described with well-known model of systemic inflammation caused by LPS [12, 16, 20], we believe that tibia fracture is a promising model that could get us a step closer to improving our understanding of a very complex phenomenon of anesthesia-induced developmental neurotoxicity in the setting of a disease. This is vitally important considering that exposure to anesthesia is exceedingly rare in the absence of any kind of pathological process.
While GA-induced developmental neurotoxicity was greatly amplified after orthopedic trauma compared to sham procedure, in our studies the insult of trauma alone was not sufficient to induce quantifiable degree of neuroapoptosis, and the reasons behind this observation are not entirely clear. We propose that the systemic inflammation in the case of tibia fracture is not as robust as what has been reported after the LPS injection. Furthermore, LPS easily crosses blood-brain barrier and is well-known as a powerful inducer of not only systemic and but neuroinflammation as well. Hence, LPS alone is capable of initiating neuroapoptotic cascade of events through massive release of inflammatory cytokines and accumulation of reactive oxygen species in the brain which in turn activates caspases-8, -9, and -3. Trauma, on the other hand, relies on circulatory systemic inflammatory markers to initiate a neuroinflammation. Hence, it appears that while effective at priming the intracellular inflammatory machinery, a second signal provided by the GA is needed to trigger the full scope of GA-induced, inflammation-amplified developmental neuroapoptosis [12, 70, 71].
In conclusion, our work presented herein suggests that sevoflurane neurotoxicity is enhanced in the setting of systemic inflammation in terms of its onset, the intensity and duration that could, at least in part, be explained by a complex interplay between microglia activation and T-cell infiltration.
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Abstract
Safety concerns about general anesthetics (GA), such as desflurane (a commonly used gaseous anesthetic agent), arose from studies documenting neural cell death and behavioral changes after early-life exposure to anesthetics and compounds with related modes of action. Neural stem cells (NSCs) can recapitulate most critical events during central nervous system (CNS) development in vivo and, therefore, represent a valuable in vitro model for evaluating potential desflurane-induced developmental neurotoxicity. In this study, NSCs harvested from the hippocampus of a gestational day 80 monkey brain were applied to explore the temporal relationships between desflurane exposures and neural stem cell health, proliferation, differentiation, and viability. At clinically relevant doses (5.7%), desflurane exposure did not result in significant changes in NSC viability [lactate dehydrogenase (LDH) release] and NSC proliferation profile/rate by Cell Cycle Assay, in both short term (3 h) and prolonged (24 h) exposure groups. However, when monkey NSCs were guided to differentiate into neural cells (including neurons, astrocytes, and oligodendrocytes), and then exposed to desflurane (5.7%), no significant changes were detected in LDH release after a 3-h exposure, but a significant elevation in LDH release into the culture medium was observed after a 24-h exposure. Desflurane (24 h)-induced neural damage was further supported by increased expression levels of multiple cytokines, e.g., G-CSF, IL-12, IL-9, IL-10, and TNF-α compared with the controls. Additionally, our immunocytochemistry and flow cytometry data demonstrated a remarkable attenuation of differentiated neurons as evidenced by significantly decreased numbers of polysialic acid neural cell adhesion molecule (PSA-NCAM)-positive cells in the desflurane-exposed (prolonged) cultures. Our data suggests that at the clinically relevant concentration, desflurane did not induce NSC damage/death, but impaired the differentiated neuronal cells after prolonged exposure. Collectively, PSA-NCAM could be essential for neuronal viability. Desflurane-induced neurotoxicity was primarily associated with the loss of differentiated neurons. Changes in the neuronal specific marker, PSA-NCAM, may help understand the underlying mechanisms associated with anesthetic-induced neuronal damage. These findings should be helpful/useful for the understanding of the diverse effects of desflurane exposure on the developing brain and could be used to optimize the usage of these agents in the pediatric setting.
Keywords: anesthetics, desflurane,, developing neurons, neural differentiation, neurotoxicity
INTRODUCTION
While controversial, it is suspected that extended or multiple early-life exposures to general anesthetics may lead to later adverse cognitive development [1–8]. However, it remains uncertain if the neurodevelopmental deficits are caused by general anesthesia, the surgery/procedure used to treat the condition, or the condition itself [9, 10]. All approved general anesthetics including desflurane, have NMDA-type glutamate receptor-blocking or GABAA receptor-enhancing properties. Desflurane belongs to the group of medicines known as general anesthetics. Inhaled desflurane is used to cause general anesthesia (loss of consciousness) before and during surgery in adults. It is also used as a maintenance anesthesia in adults and children after receiving other anesthetics before and during surgery. Available findings indicate that decreased excitation of NMDA receptors or increased activation of GABAA receptors can induce wide-spread neurodegeneration in the developing rodent or monkey brain [11–14] and cause cognitive impairments [15–17]. Additionally, a population-based study showed that early exposure to anesthesia could be a significant risk factor for later learning disabilities [1]. Appropriate studies performed have not demonstrated pediatric-specific problems that would limit the usefulness of inhaled desflurane [18] in children after receiving other anesthetics. However, children 6 years of age and younger are more likely to have unwanted side effects, such as coughing, chest tightness, or trouble breathing, which may require caution in patients receiving this agent. Previous studies have demonstrated that exposure of the developing brain to gaseous anesthetics such as nitrous oxide plus isoflurane during the period of synaptogenesis produced exposure duration-dependent increases in neurotoxicity [4, 7, 8, 12, 19] and lasting behavioral changes [6, 16]. A growing body of data indicates that prolonged bouts of anesthesia in the developing brain may lead to neurodegeneration. It is proposed that anesthetic-induced neurotoxicity depends upon the concentration of drug used, the duration of exposure, and the age of neurodevelopment at the time of exposure [12].
Most nonclinical models of neurotoxicity rely on animals, however, some in vitro models [11, 13, 20, 21] have emerged that can provide similar data. Particularly, NSC models [14] with their capacity to reproduce the most critical developmental processes including proliferation and differentiation, may serve as an effective alternative when evaluating anesthesia-related neurotoxicity. Since nonhuman primates have a central nervous system comparable to humans relative to anatomy, physiology and development, monkey NSCs [21, 22] can reach a high degree of concordance. Thus, the utilization of highly relevant in vitro monkey NSC models, might serve as a “bridging” system to evaluate the cellular and molecular changes after anesthetic exposure. Translational observations could also be made by exploring issues related to pediatric desflurane exposure from nonhuman primate neural stem cells, thereby providing valuable information on the ability to better interrogate specific mechanisms and the ability to do large scale of science research that cannot easily occur in vivo.
The neural cell adhesion molecule (NCAM) serves as a temporally and spatially regulated modulator of a variety of cell-cell interactions. It is known that cells expressing polysialylated isoforms of NCAM (PSA-NCAM) have a markedly increased capacity for structural plasticity [23–25], and the polysialic acid modification of the neural cell adhesion molecule is involved in spatial learning and hippocampal long-term potentiation [26]. Meanwhile, as a neuronal specific marker, PSA-NCAM has been used to identify/define developing neurons [21, 25, 27].
For this study, it was hypothesized that: 1) NSCs from nonhuman primates (NHP) could recapitulate key findings from in vivo work that support “clinical-like” studies in the NHP; 2) desflurane-induced neural damage, if any, most likely depends on the duration of exposure; 3) desflurane-induced neural damage/neuronal-loss could be evaluated using biological assays and monitoring PSA-NCAM expression levels; and 4) measuring PSA-NCAM levels could serve as a key step (as a target molecule) to dissect the underlying mechanisms associated with anesthetic-induced neurotoxicity.
MATERIALS AND METHODS
Test agents
Desflurane was purchased from NexAir, LLC (Memphis, TN). Desflurane (5.7%) was driven by the delivery gas (mixed gas) of 21% oxygen, 5% CO2, and balanced by nitrogen.
Cultures
Media for NSC proliferation (named “growth medium”) and for NSC differentiation (named “differentiation medium”) were purchased from VESTA Biotherapeutics (Branford, CT). Monkey NSCs were harvested from the gestational day 80 fetal monkey [28]. The cells were seeded on poly-D-lysine/laminin-coated dishes. Monkey NSCs were cultured in NSC growth medium [Vesta Biotherapeutics; Branford, CT (changed every 48 h)] until the cells reached confluence. The cells were then transferred to 35 mm Petri dishes (Corning Incorporated; Corning, NY) with round cover slips at a seeding density of 6 × 103 cells/cm2, and 24 h after seeding the cells were used for NSC characterization, and/or were directed to differentiate using neural differentiation medium (Vesta Biotherapeutics; Branford, CT) for another 5 days, with culture medium changed every other day. The cells were cultured in a standard culture incubator with humidified air and 5% carbon dioxide at 37°C. The concentrations of oxygen and carbon dioxide in the chamber were continuously monitored.
To expose to desflurane, the cells/cultures were loaded into a VitroCell System (VITROCELL Systems GmbH; Waldkirch, Germany) where the concentrations of desflurane, oxygen, and carbon dioxide (CO2) were accurately maintained during the experiment. Control cultures were also loaded to the same system without exposure to desflurane.
5-ethynyl-2′-deoxyruidine (EdU) incorporation assay
The NSC proliferation rate was measured using an EdU staining kit [Click-iT® EdU Alexa Fluor® High-throughput Imaging (HCS) Assay, Invitrogen; Carlsbad, CA] as previously described [13, 14].
Cell cycle
NSCs were detached and washed twice in cold PBS and centrifuged at 200 g for 5 min at 4°C. Cells were fixed in 70% ethanol for 1 h on ice. Cells were washed and treated with 0.25 mg/mL RNase (Qiagen) for 1 h at 37°C. Cells were then immediately stained with 10 μg/mL propidium iodide (PI; Millipore; Burlington, MA) for 30 min on ice. Samples were run on a BD LSR Fortessa flow cytometer and at least 100,000 events were captured. Cells were analyzed for PI positivity using FCS Express version 6 (De Novo Software).
Assessment of neurotoxicity
Lactate dehydrogenase (LDH) release
The release of LDH into the culture medium occurs with loss of plasma membrane integrity, a process most often associated with acute cell death. The LDH (Roche Applied Science; Indianapolis, IN) release assay was performed as previously reported [20, 29] to determine cytotoxicity after desflurane exposure.
Cytokine immunoassay
Cell lysate was collected from NSCs after exposure to desflurane or delivery of mixed air (control) using the Bio-Plex Cell Lysis kit (Bio-Rad; Kansas City MO) and protein concentration was measured by the DC Protein Assay kit (Bio-Rad; Kansas City MO). Cell lysates were then probed with cytokines and growth factors using the Bio-Plex Pro Human Cytokine 27-plex assay (M500KCAF0Y; Bio-Rad; Kansas City MO) according to the manufacturer’s instructions. During the assay, antibody specifically directed against the cytokine of interest was coupled to a color-coded bead and allowed to incubate with the sample. Then a biotinylated detection antibody was added creating a sandwich of antibodies around the cytokine. This mixture was then detected by streptavidin-PE. When each reaction was run through the bio-plex system the fluorescent intensity was measured and calculated by the Bio-Plex 200 (Bio-Rad; Kansas City MO) software using a standard curve, and data were analyzed in Bio-Plex Data Pro software.
Immunocytochemistry and nuclear staining
Immunocytochemical staining was performed as previously described [21]. Specifically, a mouse monoclonal antibody to nestin (1:100 dilution in PBS/0.5% BSA/0.03% Triton X-100 solution, Millipore; Burlington, MA) was used to label neural stem cells; a mouse monoclonal antibody to polysialic acid neural cell adhesion molecule (PSA-NCAM; 1:500; Miltenyi Biotec Inc; Auburn, CA); and polyclonal antibody to GFAP (1:200, Millipore; Burlington, MA) were used to identify glial cells. Briefly, the cells were rinsed with phosphate-buffered saline (PBS), fixed with ice-cold 4% paraformaldehyde in PBS and permeabilized with 0.5% bovine serum albumin (BSA)/Triton X-100 in PBS for 1 h. The cells were incubated with primary antibody at 4°C overnight. Bound antibodies were revealed with FITC-conjugated sheep anti-mouse IgG second antibody, or rhodamine-conjugated sheep anti-rabbit IgG secondary antibody. DAPI, a nuclear stain dye, in the mounting medium was applied to determine total cell counts in the cultures. Cells were viewed using an Olympus IX71 microscope (Olympus; Center Valley, PA).
Flow cytometry analysis of PSA-NCAM staining
Cultured neural cells were dissociated from culture dishes using Accutase™ Cell Detachment Solution (BD Biosciences; San Jose, CA), washed with PBS, filtered through a 70-µm Falcon® cell strainer (Life Sciences; Tewksbury, MA), fixed in BD Cytofix Fixation buffer (BD Biosciences; San Jose, CA) and permeabilized with BD Phosflow Perm Buffer III (BD Biosciences; San Jose, CA). Non-specific antibody binding was blocked using Human Fc Block (1:300) (catalog #564220, BD Biosciences; San Jose, CA) for 30 min at 4°C in cell staining buffer. Cells were washed and resuspended in PE conjugated PSA-NCAM (1:50) (Miltenyi Biotec Inc; Auburn, CA) for 1 h at room temperature. Samples were washed twice and immediately ran on a BD Bioscience LSR Fortessa flow cytometer. Data were analyzed using FCS Express version 6 (De Novo Software).
Statistical analysis
Statistical analyses were performed, and graphs were produced using GraphPad Prism 9 (GraphPad Software Inc.; San Diego, CA). Data were analyzed with GraphPad Prism 9 using the unpaired t-test, and expressed as mean ± SD. A p-value less than 0.05 was considered statically significant. Each treatment condition was assessed at least in triplicate, and experiments were repeated three times independently.
RESULTS
Characterization of NSCs
The cultured monkey NSCs demonstrated the features of being able to self-renew (Figures 1A-C) and differentiate to generate lineages of neurons as well as glia including astrocytes and oligodendrocytes (Figure 2). As shown in Figure 1, numerous morphologically bipolar monkey NSCs were generated on day in vitro (DIV) 8, and most of these cells were positively stained by a NSC marker, nestin. In this control culture, the NSC proliferation was further confirmed using a commercially available EdU incorporation assay. The merged picture (Figure 1D; nestin/EdU/DAPI) shows that many of nestin-positive NSCs (green) were EdU-positive (red), demonstrating the capability of NSCs to proliferate.
[image: Fluorescent microscopy images of neural stem cells derived from monkeys. Panel A shows cells stained for Nestin in green. Panel B displays Nestin and EdU in green and red, respectively. Panel C shows Nestin and DAPI in green and blue. Panel D combines Nestin, EdU, and DAPI staining in green, red, and blue. Each panel highlights different cellular components.]FIGURE 1 | Representative photographs of immunostaining of nestin and EdU incorporation. In this control culture, numerous nestin positive NSCs [(A); green] were EdU-positive [(B); red]. These cells were undifferentiated NSCs when the cultures were maintained in the NSC growth medium. The total number of cells in the culture was revealed by DAPI-labeled nuclei (C), and a merged image (D). Approximately, on the day in vitro 8, the cells are confluent/ready for experiments. Scale bar = 50 µm.
[image: Fluorescent microscopy images showing neural structures. Panel A displays green-stained neural projections indicating PSA-NCAM. Panel B shows a mix of green PSA-NCAM and red-stained GFAP, indicating glial elements.]FIGURE 2 | Representative photographs of NSC differentiation. Different neural cells (derived from monkey NSCs) with multiple processes and a clear neural network could be observed when the control cultures were maintained in neural differentiation medium. Morphologically defined neurons were positively stained by a monoclonal antibody to PSA-NCAM [(A); green]. Typical astrocytes were labeled with the anti-GFAP antibody [(B); red]. Scale bar = 50 µm.
Differentiated cells with multiple processes and a clear neural network were observed (Figure 2), when the cultures were maintained in neural differentiation medium for 5 days. Morphologically defined developing neurons were positively stained with specific neuronal marker, PSA-NCAM [A (green)], and typical astrocytes were labeled with the anti-GFAP antibody [B (red)].
Cell cycle
Desflurane did not significantly affect the proportion of NSCs in each phase of the cell cycle, after 3-h (Figure 3A) or 24-h (Figure 3B) exposures, compared with the controls. There was no difference in the number of cells in S phase, indicating desflurane did not alter NSC differentiation. Results are pooled from three independent experiments.
[image: Bar graphs comparing cell cycle percentages after 3-hour and 24-hour exposures to desflurane versus a control. Both graphs show G1 phase with the highest percentage, followed by S and G2/M phases. Desflurane and control groups display similar patterns in each graph.]FIGURE 3 | Proportion of cells in each phase of the cell cycle. Monkey NSCs were treated with 5.7% desflurane or delivery mixed air for 3 (A) or 24 (B) hours. Immediately following exposure, cells were collected and treated as described in the methods. Desflurane exposure does not significantly affect the proportion of NSCs in each phase of the cell cycle. Results are pooled from 3 independent experiments; a student’s T-test revealed no statistical significance.
LDH release from NSCs and the differentiated cells
At clinically relevant doses (5.7%), desflurane did not induce significant changes in LDH release, in both short (3 h) term (Figure 4A), and prolonged (24 h) exposure groups (Figure 4B).
[image: Bar graphs comparing normalized LDH activity for control and desflurane exposure. Panel A shows 3-hour exposure with similar activity levels. Panel B shows 24-hour exposure, also with similar activity levels. Error bars indicate variability.]FIGURE 4 | To study the vulnerability of NSCs to desflurane-induced neurotoxicity, LDH levels in the culture medium were monitored. No significant changes in the LDH release were detected when the monkey NSCs were exposed to desflurane (5.7%) in both short term (3 h) cultures (A) and prolonged (24 h) cultures (B). The experiments were repeated three times independently.
On the other hand, differentiated cells had a significant elevation in LDH release into the culture medium after 24-h exposure (Figure 5B), however, the 3-h exposure did not show a difference (Figure 5A). (Figure 5 about here)
[image: Bar graphs showing normalized LDH activity. Graph A compares control and desflurane after 3-hour exposure, showing similar activity levels. Graph B after 24-hour exposure shows desflurane significantly increases activity compared to control.]FIGURE 5 | To study the vulnerability of differentiated neuronal cells to desflurane-induced neurotoxicity, LDH levels in the culture medium were monitored. Differentiated neuronal cell viability was not significantly affected after short term (3 h) desflurane exposure (A). However, a significant elevation in LDH release into the culture medium was observed when these neuronal cells (derived/differentiated from monkey NSCs) were exposed to desflurane (5.7%) for 24 h (B). The experiments were repeated three times independently. *p ≤ 0.05.
Cytokine changes in the differentiated cells
Desflurane exposure resulted in significant increases in levels of the key proinflammatory cytokines: interleukin 12 (IL-12) with an average 1.3-fold increase, G-CSF with an average 1.85-fold increase, TNF-α with an average 1.66-fold increase and anti-inflammatory cytokine such as interleukin 9 (IL-9) with an average 1.25-fold increase and interleukin 10 (IL-10) with an average 2.0-fold increase. These results (summarized in Table 1 and Figure 6) indicate that an enduring increase in systemic inflammatory cytokines may occur after 24-h desflurane exposure.
TABLE 1 | Summary of Cytokines change in differentiated neural cells.
[image: Table displaying various cytokines with columns for P value, Mean1, Mean2, Difference, Standard Error of Difference, T ratio, and Degrees of Freedom. Highlights include substantial differences in G-CSF, IL-12(p70), and IL-10, with noteworthy P values suggesting statistical significance.][image: Bar chart showing fluorescence levels for six cytokines after 24 hours of exposure. Each cytokine is represented by distinct colors: G-CSF (red), IL-12/p70 (purple), IL-5 (green), IL-8 (blue), IL-10 (teal), TNF-α (orange). Data compared between control and desflurane groups. Higher fluorescence levels are noted in the desflurane group, particularly for IL-5 and IL-8.]FIGURE 6 | Desflurane induced inflammasome activation was evaluated using the Bio-Plex Pro Human Cytokine 27-plex assay. Prolonged desflurane (24 h) exposure resulted in significantly increased expression levels of multiple cytokines, including G-CSF, IL-12, IL-9, IL-10, and TNF-[image: Greek letter alpha, \(\alpha\), displayed in a serif font style.], compared with the controls (delivery mixed air). Cytokine data were analyzed using unpaired T-test, and each experiment was repeated at least three times independently. *p ≤ 0.05, **p ≤ 0.01.
Potential toxic effects after prolonged desflurane exposure (24 h) on differentiated neural cells were examined using immunocytochemical markers including neuronal and glial specific antibodies such as PSA-NCAM (neuronal specific marker), GFAP (astrocyte specific marker) and Galc [oligodendrocyte specific markers (data not shown)]. Numerous typical neurons were labeled by PSA-NCAM on their membrane surface of both cell bodies and processes in the control cultures (Figure 7A), and many differentiated astrocytes were labeled with the anti-GFAP antibody [Figure 7B (red)]. The number of PSA-NCAM positive neurons was obviously reduced after desflurane exposure. PSA-NCAM expression in the desflurane group exhibited typically condensed residue pieces, fragmentation and shrinking profiles (Figure 7C) compared with control (Figure 7A). In contrast, GFAP labeled astrocytes were not remarkably affected by desflurane (Figure 7D).
[image: Four-panel fluorescence microscopy images labeled A, B, C, and D display neural tissue. Panels A and C show bright green stained cells indicating PSA-NCAM expression, with panel C labeled as Desflurane treated. Panels B and D include red staining for GFAP, showing mixed expression with PSA-NCAM. Panel B is a control, while D is Desflurane treated.]FIGURE 7 | Differentiated neural cells with multiple processes and a clear neural network (cellular interactions facilitated through contact between cellular protrusions) could be observed after 5 days differentiation. Morphologically defined neurons were positively stained with monoclonal PSA-NCAM (neuron specific marker) antibody (A). However, the number of PSA-NCAM positive neurons was obviously reduced in desflurane-exposed (prolonged) cultures. PSA-NCAM expression in desflurane group was exhibiting typically condensed residue pieces, fragmentation and shrinking profiles [(C); green] compared with control [(A); green]. In contrast, GFAP labeled astrocytes were not remarkably affected in the desflurane group [(D); red], compared with control group [(B); red].
Analysis of PSA-NCAM expression by flow cytometry
Desflurane exposure diminished PSA-NCAM expression. Figure 8A shows a representative histogram. The black filled histogram is the unstained control. The light blue striped histograms are the desflurane exposed cells, and the solid dark blue histograms are the control air exposed cells. Figure 8B shows the percentage of single cells expressing PSA-NCAM after exposure to desflurane or control air. The data is pooled from three experiments. The experiments were repeated three times independently. Consistent with the immunocytochemistry data, the flow cytometry analysis (Figure 8) illustrates that 24-h desflurane exposure reduced the number of positively labeled PSA-NCAM cells, suggesting the reduction/damage of the developing neurons.
[image: Flow cytometry analysis of polysialic acid neural cell adhesion molecule (PSA-NCAM). Panel A shows a histogram with three overlapping curves: unstained (black), Dexflurane (cyan), and control (blue). Panel B is a bar graph comparing the percentage of PSA-NCAM positive cells between control and Dexflurane groups, highlighting a significant decrease in the Dexflurane group.]FIGURE 8 | Representative flow cytometry histogram, normalized to mode, of PSA-NCAM staining. The black filled histogram is the unstained control. The light blue striped histograms are the desflurane exposed cells, and the solid dark blue histograms are the control air (delivery mixed air) exposed cells (A). The percentage of single cells expressing PSA-NCAM after exposure to desflurane or control air is shown (B). Our data indicated that prolonged (24 h) desflurane exposure at clinically relevant concentration specifically resulted in PSA-NCAM diminished expression. The data were pooled from three independent experiments. ***p < 0.0001.
DISCUSSION
NSC culture is a key tool that can be used to assess potential anesthetic-induced neurotoxicity [13, 14]. Here, we used NSCs derived from fetal monkey multipotent stem cells to create a vitro model of the developing nervous system to study the pathophysiology of neurodegeneration associated with anesthetic (such as desflurane)-induced neurotoxicity [28]. Our data demonstrated that cultured monkey NSCs can proliferate on a dish and differentiate into neural cells (including neurons and glial cells). Our data highlights the effectiveness of the nonhuman primate NSC model to study anesthetic (e.g., desflurane)-induced neurotoxicity in the developing CNS.
Links between anesthesia exposure in developing brains and subsequent cognitive deficiencies have been identified in many pre-clinical studies [30–32]. Pre-clinically, both cell-culture and animal studies [11–14, 21] suggest that anesthetics may cause neural apoptosis, caspase activation, neurodegeneration, neuroinflammation, and ultimately, deficits in cognition. Desflurane is not often used for induction of anesthesia in children due to its potent airway irritant properties, which can lead to coughing, laryngospasm, and other complications. However, it can be used for maintaining anesthesia in children. Previously, an animal study in neonatal and adult mice demonstrated that desflurane exposure induced more neural apoptosis in neonatal mice compared to sevoflurane and isoflurane [33]. Further, adult mice exposed to desflurane demonstrated greater impairments in working memory compared to adult mice exposed to sevoflurane and isoflurane. It is important that any potentially deleterious side effects of anesthetics be elucidated and properly addressed. In the present study, the short-term or prolonged exposure of NSCs to a clinically relevant concentration of desflurane did not affect NSC proliferation and viability, suggesting NSCs are not sensitive to anesthetic-induced neurotoxicity. In contrast, the developing neurons were vulnerable to desflurane. The possible reason for the vulnerability may be due to the expression of GABAA receptors on neurons. Our previous data demonstrated that no GABAA receptor immuno-reactive staining was detected on nestin-positive NSCs (lacking physiological activation). However, strong immunoreactive staining for the GABAA receptor was observed on neurons that were differentiated from NSCs [13]. Therefore, after differentiation, prolonged exposure to desflurane caused significant elevation of neuronal cell death and changes in cytokine levels, providing evidence that neuronal cells are a more vulnerable cell population than uncommitted NSCs to anesthetic-induced adverse effects in the developing nervous system.
Numerous preclinical animal studies suggest some evidence of neurotoxicity of volatile anesthetics [30, 34–36]. Moreover, numerous in vivo studies using a variety of models have demonstrated the potential of cognitive/developmental issues in children exposed to early-life anesthesia [35–37]. These concerns are balanced by a risk–benefit analysis. Currently, it is unknown if the in vitro models used here will have similar baseline and cell signaling (molecules) responses to desflurane exposure (short or prolonged) and alter developing neuronal transmission systems in corresponding in vivo models. Previously, neuroleptic anesthesia with a surgical insult (splenectomy) in rats resulted in signs of CNS inflammation and cognitive impairment on the first and third postoperative days, whereas control and anesthesia-only groups showed neither inflammatory changes nor behavioral effects [37]. Also, our previous in vivo studies [22] demonstrated that at a clinically relevant dosage, inhaled anesthetics (e.g., sevoflurane) induced and maintained a stable surgical anesthesia status in postnatal day 5 monkeys, and prolonged sevoflurane exposure resulted in significant alterations in gene expression profiles, cytokine secretion, lipid composition, and neuronal cell death. These data/findings are consistent with the view that prolonged exposure to inhaled agents could stimulate an inflammatory reaction in the CNS, which may contribute to cell death or other lasting negative consequences of early-life exposure to anesthesia.
Cytokines, key modulators of inflammation, are signaling molecules and are produced in response to invading pathogens [38–41]. It is well known that cytokines mediate neuronal and glial cell function to facilitate neuronal regeneration or neurodegeneration, and cytokine dysregulation is linked to microglial activation, neuroinflammation, neuronal damage, and cognitive deficits. In the present study, prolonged desflurane exposure of differentiated neural cells increased levels of multiple cytokines, including G-CSF, IL-12, IL-9, IL-10, and TNF-α, compared with controls. Neuroinflammation could play critical roles in the pathogenesis after longer durations of inhaled anesthetic exposure [22, 42]. Thus, altered cytokines could primarily be responsible for the development of increased neuroinflammation, and subsequent neuronal damage. Our data indicated that an enduring increase in systemic inflammatory cytokines (pro and anti-inflammatory cytokine accumulation) may occur after desflurane exposure. Elevated neurodegeneration after prolonged anesthetic exposure may involve an imbalance of pro- and anti-inflammatory cytokines [37, 42]. Since disturbed proinflammatory cytokines, especially TNF-[image: Greek lowercase letter alpha in a serif font.], have a fundamental role in modulating inflammation and could be responsible for a diverse range of signaling events within cells, leading to cell damage/death, it is tempting to speculate the potential of anti-proinflammatory drugs (and/or antibodies) to ameliorate/preclude anesthetic-induced neurotoxicity.
It has been reported that exposure to inhaled anesthetics produced transient changes in dendritic spine density in the developing brain [43], which may result in lasting changes to synaptic ultrastructure [44]. Longer durations of inhaled anesthetic exposure could inhibit LTP [45], and prolonged sevoflurane exposure decreased survival of neurons [46]. PSA-NCAM is a specific marker for developing neurons [21, 22]. Ultrastructural studies showed that during early development the polysialylated form of NCAM is expressed by growth cones, neuronal processes, and neuronal bodies [27, 47]. In the current study, substantial downregulation of PSA-NCAM expression was observed on the neuronal surface and their processes in prolonged desflurane-exposed neurons. In contrast, no significant differences including the number, size, form, and distribution of GFAP labeled astrocytes were observed between desflurane-exposed and control (mixed delivery air) cultures. Our flow cytometry analysis provided quantitative information on a reduced number of developing neurons and downregulation of PSA-NCAM expression levels with desflurane (24 h) exposure versus their control. These results highlight that differentiated neurons, not glia, are the most vulnerable cell population to prolonged desflurane-induced toxicity. In fact, PSA-NCAM is of protective interest/effect for its key role in promoting neuritogenesis and synaptic plasticity. Altered PSA-NCAM expression levels could result in significant changes in synaptic activity, synaptic formation, and synaptic remodeling [27, 48, 49], and consequently neuronal damage. Also, synaptic pruning and subsequent neuronal loss, whether by programmed cell death or necrosis, are critical to plasticity and stabilization of circuits in the developing nervous system and these are active processes that are tightly controlled by neurotrophins signaling mechanisms to ensure normal development and facilitate synaptic plasticity [50]. Previously, it was reported that PSA-NCAM interacts with NMDA-type glutamate receptors [51, 52]. PSA-NCAM could prevent glutamate-induced cell death [52] by restraining the signaling through GluN2B-containing NMDA receptors and regulating GluN2B-mediated Ca2+ influx in CA1 pyramidal cells in hippocampal slices [53]. It should be noted that PSA-NCAM may increase the sensitivity of neurons to brain derived neurotrophic factor (BDNF) and ciliary neurotrophic factor (CNTF) [54]. Also, PSA-NCAM could induce the activation of fibroblast growth fact receptor 1 (FGFR1) [55], and FGFR1/FGFs could critically impact retinal ganglion cells (RGCs; bridging neurons that connect the retinal input to the visual processing centers) survival [56]. Therefore, the dysregulated PSA-NCAM expression, after prolonged desflurane exposure, could suggest: 1) early neurodegeneration, 2) interruption of synaptic communication, 3) functional and/or behavioral deficits, 4) altered neuronal viability and plasticity, and 5) a target molecule in dissecting underlying mechanisms associated with prolonged anesthetic-induced neurotoxicity on uncommitted NSCs and differentiated neuronal cells. Collectively, the present study demonstrated that prolonged desflurane-induced downregulation/shedding of PSA-NCAM was closely related to the observed loss/damage of developing neurons.
It should also be mentioned that the VitroCell system used for toxicological testing of desflurane has some limitations. For example, 1) although temperature and humidity of the test have been conditioned and well controlled to meet specific requirements of the cell cultures, owing to the complexity of the physical processes governing desflurane transport and deposition, the submersed state of a cell culture is not exactly/absolutely representative of the situation in the respiratory tract. And 2) although each treatment condition was assayed at least in triplicate and the experiments were repeated three times independently, toxicological testing of desflurane requires more experimental replicates than three replicates which matters to ensure/facilitate the correct amount of drug was applied to each well and in a reasonably uniform/consistent manner and should be addressed in our future desflurane studies.
Summary
Our findings suggest that at clinically relevant doses (5.7%) desflurane did not result in significant changes in NSC viability and NSC proliferation. In contrast, after differentiation, significantly elevated neuronal damage was detected after prolonged desflurane exposure. Our results indicated that an enduring increase in systemic inflammatory cytokines occurred after desflurane exposure, and the cytokine dysregulation could be a critical contributing factor to prolonged desflurane-induced neurotoxicity. In addition, the changes in PSA-NCAM expression confirmed the vulnerability of neurons in desflurane-induced neurotoxicity. Our experimental analyses provided quantitatively accurate and reproducible information regarding reduced neuronal viability and remarkable attenuation of PSA-NCAM levels after prolonged desflurane exposure.
Future work
Continued pre-clinical investigation may have significant impact on desflurane’s clinical practice. Associated perturbations of the nervous system could be involved in blocking excitatory ion channels and increasing the activity of inhibitory ion channels. Since neural receptors/ion channels and PSA-NCAM expression levels, as well as calcium signaling, play crucial roles in receiving external signals and regulating intracellular signaling in numerous neurological processes, a study to monitor the baseline responsivity to neurotransmitters and changes in intracellular calcium concentrations would be informative for measuring states of cellular activity, neuronal viability and neuronal plasticity associated with anesthetic (desflurane)-induced neurotoxicity.
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Abstract
Fentanyl is a potent and short-acting opioid that is often given to pediatric patients during surgery to relieve pain and as an adjunct to anesthesia. Its effects on the developing brain are yet to be determined. In the present study, commercially available human neural stem cells (NSCs) were used to model the effects of fentanyl on the developing human brain. We determined the dose dependent effects and temporal relationships between fentanyl exposures and NSC health, viability, and differentiation. Markers of mitochondrial health [3-(4,5-dimethylthiazol-2-yl)-2,5-diphenyltetra-zolium bromide (MTT)] and cell death/damage [lactate dehydrogenase (LDH)] were monitored to determine the dose response effects of fentanyl on NSC viability. In addition, lipidomics analysis was conducted to investigate lipid profile changes in differentiated neural cells treated with fentanyl. Fentanyl did not cause a significant increase in LDH release, nor MTT reduction after 24-h exposure at concentrations of 0.5, 1.0, 3.0, 10, or 100 μM, for both NSCs and differentiated neural cells. Lipidomics data showed the top 15 most variable important in projection (VIP) lipid species (the higher the VIP scores, the bigger changes in treated groups vs. controls), including lysophosphatidylcholines (LPCs), lysophosphatidylethanolamines (LPEs), ceramides (CER), cholesterol esters (ChEs) and sphingosine (SPH). The lipidomic data indicate that LPC (16:0), LPC (16:1), LPC (18:1), CER (d18:0_22:0), CER (d18:2_18:0), CER(d18:2_24:1) were significantly increased, and only ChE (24:5) and SPH (d18:1) were significantly decreased in the highest dose group versus control. These data indicated that fentanyl exposure (24-h) did not induce detectable cell death. However, a lipidomic analysis indicated that fentanyl may affect immature neural cell functions through modifying lipid composition and lipid metabolism. These data indicated that despite the absence of clear neurodegeneration, fentanyl may still have a negative impact on the developing brain.
Keywords: development, fentanyl, lipidomic analysis, anesthetics, neurotoxicity
IMPACT STATEMENTOpioids, such as fentanyl, are used as pediatric analgesics in pain management. Our data indicate/provide important information to understand how to continue to use these medications safely. In the present study, advanced lipidomic analysis using ultra-high-performance liquid chromatography coupled with high-resolution mass spectrometry was utilized to investigate underlying mechanisms and the impacts of different doses of fentanyl on NSCs and neural cells differentiated from NSCs. Although markers of neurotoxic assays showed that no detectable cell death occurred after fentanyl exposure at micromolar concentrations for 24 h, lipidomic analysis indicated that fentanyl may affect immature neural cell functions through modifying lipid composition and lipid metabolism. These data indicated that despite the absence of clear neurodegeneration, fentanyl may still have a negative impact on the developing brain, and changes in lipid composition may help explain the progression of neurodegeneration and could ultimately provide therapeutic/neuroprotective potential.
INTRODUCTION
Opioids, including natural compounds, semi-synthetic and synthetic derivatives, are used as analgesics in pain management [1]. Children may be prescribed opioids to control severe pain resulting from their operations or injuries [2]. Opioids decrease severe pain by blocking pain signals in the brain and spinal cord [3]. Public concerns of prescription opioids include misuse, abuse, addiction, overdose, and death from respiratory depression [4, 5]. Also, fatal poisonings from opioid overdoses are increasing among children and teens [6]. It is important to understand how to continue to use these medications safely.
The most prescribed opioid analgesic (non-oral) in pediatric hospitalizations is fentanyl [7, 8]. Fentanyl is a lipid-soluble synthetic opioid and a strong mu receptor agonist with less respiratory suppression compared to morphine [9, 10]. It is a potent, short-acting opioid medication that is often given to pediatric patients during surgery to relieve pain and as an adjunct to anesthesia [6]. Despite the frequency of its use in young children, little is known about the effects of fentanyl on the developing brain. Due to the complexity and temporal dynamics of the developing nervous system, it is difficult to determine the adverse effects of fentanyl on human infant and children brain development [11–16]. However, application of highly relevant preclinical models, such as NSCs derived from humans, might serve as a bridging model to evaluate the sensitivity/vulnerability of the developing nervous system, and to address FDA’s regulatory needs.
Human NSCs can mimic or model particular developmental stages of the human brain, thus, providing a valuable model for conducting systematic dose-dependent response and time-course studies. Application of this approach may reduce the number of animals, and the amount of time/money required for developmental neurotoxicity assessments. In this study, commercialized hippocampus (HIP) NSCs from a fetal human brain were used to evaluate the vulnerability of the developing nervous system. The transformation of NSCs to neurons and glial cells occurs in two basic steps: 1) undifferentiated and proliferative NSCs replicate to form small clusters of cells; and 2) differentiation into neurons, astrocytes, and oligodendrocytes. Our previous data demonstrated that NSC viability and their ability to self-renew could be affected when NSCs were exposed to general anesthetics at relatively high concentrations [12], suggesting NSCs may be a good platform for evaluating developmental neurotoxicity. Markers of mitochondrial health (MTT Assay) and cell death/damage (LDH Release) were monitored to determine the dose-related effects of fentanyl on NSCs and differentiated cells.
General anesthetics (including a range of structurally diverse inhaled and injectable compounds) are highly lipid soluble and can dissolve in every membrane, penetrate organelles, and interact with numerous cellular constituents. Their actions have long been considered rapid and fully reversible, within the pharmacodynamic time course of anesthesia [17]. Although in most patients physiologic homeostasis is restored soon after general anesthesia, anesthetics have potentially profound and long-lasting effects that, in animal models, seem particularly consequential in specific developmental periods and pathophysiologic contexts [17]. Lipids are essential for cellular functioning considering their role in membrane composition, signaling, and energy metabolism. Neural cells contain a wide variety of lipid classes and lipid species in the brain. Abnormal lipid constitution and changes in their metabolic rates could be related to earlier stages of neural degenerative disorders and neural damage [11, 18–20]. In the central nervous system (CNS) lipid dysregulation has been linked to etiology, progression, and severity of neurodegenerative diseases/disorders including prolonged anesthetic-induced neurotoxicity [11–13]. Thus, changes in lipid composition may help explain the progression of neurodegeneration and could ultimately provide therapeutic/neuroprotective potential [11, 18, 21]. In the present study, lipidomic analysis using ultra-high-performance liquid chromatography (UHPLC) coupled with high-resolution mass spectrometry (HRMS) was utilized to investigate underlying mechanisms and the impacts of different doses of fentanyl on NSCs and neural cells differentiated from NSCs.
MATERIALS AND METHODS
Test chemicals
Fentanyl was purchased from Sigma Aldrich (St. Louis, MO), and freshly dissolved in culture media (VESTA Biotherapeutics) upon the experiments.
Cultures
Commercially available, de-identified human NSCs derived from human fetal brains were utilized (VESTA Biotherapeutics). Media for NSC proliferation (named Neural StemCell Growth Medium) and for NSC differentiation (named Neural Differentiation Medium) were purchased from the same vendor (VESTA Biotherapeutics). The cells were seeded on laminin-coated dishes. Briefly, cultured cells on slides or in flasks were placed in a low oxygen (5% oxygen) culture incubator with humidified air and 5% carbon dioxide at 37°C. The culture media was changed every 3 days. The concentrations of oxygen and carbon dioxide in the chamber were continuously monitored. Control experiments were performed in the same manner. Cultured NSCs and/differentiated neural cells were exposed to fentanyl at 0.5, 1, 3, 10, and 100 µM [22] respectively, for 24 h.
Assessment of neurotoxicity
MTT assay
The MTT dye is metabolized by viable mitochondria forming a colored product that can be dissolved in dimethyl sulfoxide (DMSO) and detected photometrically. Thus, the extent of MTT metabolism is an indicator of mitochondrial function. Briefly, after the removal of media for use in the lactate dehydrogenase (LDH) assay, 100 µL MTT (5 mg/10 mL of medium) was added to each well, and the plate was incubated for 2 h at 37°C. The MTT solution was removed and followed by the addition of 100 µL of DMSO to each well. The color intensity was assessed with a plate reader at 590 nm, as previously described [14, 23].
LDH release
LDH is a cytoplasmic enzyme retained by viable cells with intact plasma membranes. The release of LDH into the cell culture medium occurs with loss of plasma membrane integrity, a process most often associated with acute cell death [12]. After exposure (24 h) to different concentrations of fentanyl, the media were collected and assayed for LDH activity using a cytotoxicity detection kit from Roche Applied Science (Indianapolis, IN). Briefly, LDH catalyzes the conversion of lactate to pyruvate upon reduction of NAD+ to NADH/H+; the added tetrazolium salt (yellow) is then reduced to formazan (red). The amount of formazan formed correlates to LDH activity. The formazan product was measured with a plate reader at 490 nm, as previously described [14, 23].
Lipidomic methods
Sample preparation (lipid extraction)
Protein content was used to normalize the determined lipid levels for the individual samples. LC/MS grade water (1 mL) was added to the Eppendorf tube containing differentiated cells (∼1 M counts), followed by vortexing for 40 s. The cell suspension was then transferred to glass tubes for lipid extraction. Lipid extraction was achieved using a modified version of the Bligh and Dyer extraction protocol [24], whereby 2 mL methanol and 0.9 mL dichloromethane (DCM) were added to the 1 mL cell suspension and mixed gently, but thoroughly for 5 s. Aliquots of stable internal standard mixtures-SPLASH® Lipidomix® Mass Spec Standard, which contained 14 individual isotope-labeled standards that cover 14 lipid classes, were spiked into all samples. Following two rounds of extraction, the bottom layers were combined and dried under nitrogen flow and reconstituted in 1 mL ethanol and centrifuged just prior to analysis.
Quality control in open-profiling lipidomics
Pooled lipid extracts were run every 10 sample injections by UHPLC/Exploris 240 MS to monitor the analytical equipment variability, also were used for data filtering as described in the raw data analysis.
UHPLC/HRMS analysis
Lipid extract (4 µL) was separated using a Thermo Accucore C30 column on a Thermo Vanquish Ultimate 3000 UPLC (Thermo Scientific, Waltham, MA). Chromatography was operated at a flow rate of 0.4 mL/min, and the column was maintained at 40°C during a 30 min gradient. The mobile phase consisted of solvent A (5 mM ammonium formate in 60% acetonitrile with 0.1% formic acid) and solvent B (5 mM ammonium formate in 10% acetonitrile and 90% isopropanol with 0.1% formic acid). Lipids were eluted using linear gradients of 40–55% solution B from 0 to 7 min, 55–65% solution B from 7 to 8 min, maintained at 65% B until 12 min, 65–95% solution B from 12 to 20 min, 95–100% solution B from 20 to 22 min and maintained at 100% B util 27 min, and finally returned to 40% B at 27.1 min.
Mass spectrometric (MS) data were collected with a Thermo Orbitrap Exploris 240 mass spectrometer (Thermo Scientific, Waltham, MA) operated in positive and negative ionization electrospray modes. Data were acquired in full-scan mode (m/z 70–1,000) at a resolution of 120,000 for all samples. The capillary voltage was set to 3.5 kV for positive ionization mode and 2.5 kV for negative ionization mode. Other parameters used for the data collection were an ion transfer tube temperature of 325°C, a vaporizer temperature of 350°C, sheath gas (arb) 50, auxiliary gas (arb) 10, and sweep gas (arb) 1. Internal mass calibration EASY-IC was used for mass accuracy. MS/MS data was collected in a sequence of separate runs operated by the intelligence-driven software AcquireX (Thermo Scientific) to acquire more MS/MS spectra from the detected ion features than data-dependent acquisition. The raw data were processed using LipidSearch (vers. 5.0; Thermo Scientific). Data were filtered using pooled QC samples based on the following criteria: i) ions with %RSD less than 30% in the pooled QC samples were included, ii) ions present in ≥70% of QC samples were included.
Statistical analysis
Each condition/experiment, including lipidomics, was assessed in triplicate, and experiments were repeated three times independently. For the LDH and MTT assays, statistical analyses were performed, and graphs generated using SigmaPlot. Data were analyzed using one-way ANOVA followed by Dunnett’s post hoc test and expressed as mean ± SD. Significance was considered at a p value <0.05.
For lipidomics, the resulting dataset from LipidSearch processing was further analyzed by supervised partial least squares discriminant analysis (PLS-DA) using MetaboAnalyst v. 6.01 [25]. The values in the treated group were compared to their respective control group, as mean ± SD. A value of p < 0.05 from the unpaired t-Test was considered statistically significant. Lipid intensity data was log-transformed prior to PLS-DA. Repeated measures ANOVA were performed using MetaboAnalyst v. 6.01.
RESULTS
Characterization of the in vitro models
The cultured NSCs were typically bipolar in shape. More and more cells were generated and gathered when the cultures were maintained in NSC growth media, demonstrating their capability of proliferation (Figure 1).
[image: Diagram showing a two-step experiment process. First, cells are isolated and grown in growth medium at gestational week nineteen. Medium is changed every three days. On day in vitro eight, cells are exposed to 1 micromolar fentanyl for twenty-four hours. Subsequent experiments involve LDH and MTT assays. Below the process, a microscopic image shows cell morphology on a gray background.]FIGURE 1 | NSCs are multipotent cells in the nervous system. They have the features of being able to self-renew and give rise to differentiated progenitor cells to generate lineages of neurons as well as glia, such as astrocytes and oligodendrocytes. Human NSCs were seeded at a cell density of 1 × 106/mL. When the cultures were maintained in the growth medium, the bipolar NSCs continuously proliferated.
Given the importance of NSC differentiation in the assessment of fentanyl-induced adverse effects/cell viability, starting from day in vitro 8 (DIV 8), NSCs were cultured in neural differentiation medium. After 5-day of differentiation, the differentiated neural/neuronal cells showed multiple processes, and a typical neural network was formed (Figure 2). Meanwhile, differentiated neurons, astrocytes, and oligodendrocytes (derived from human NSCs) could be morphologically identified (Figure 2).
[image: Diagram showing a timeline of neural differentiation from human neural stem cells. It starts at gestational week 19, with growth medium applied for eight days and neural differentiation medium for five days. Cells are then exposed to fentanyl. The experiment includes LDH, MTT, and apoptosis assays. Below is an image of differentiated cells, depicting various types: oligodendrocytes, astrocytes, and neurons.]FIGURE 2 | NSCs differentiated into neural cells when the cultures were maintained in neural differentiation medium. It is shown that most cells are differentiated with multiple processes and a neural network is formed. Based on their morphology, ^ represent a typical neuron with an axon and multiple dendrite processes; * represents a differentiated oligodendrocyte and # indicates an astrocyte.
Cytotoxicity of fentanyl on NSCs and/or differentiated neural cells
The LDH assays demonstrated that 24-h fentanyl exposure of NSCs at concentrations of 0.5, 1.0, 3.0, 10 or 100 µM resulted in a subtle, but a non-significant increase in the release of LDH into the cell culture medium. No significant MTT reduction was observed when the cultured NSCs were exposed to any of these five concentrations of fentanyl compared with controls (Figure 3). In contrast, 24-h fentanyl exposure at concentrations of 1.0, 3.0, 10 or 100 µM caused an elevation of MTT uptake (Figure 3).
[image: Two bar graphs labeled A and B show the effects of fentanyl on human HIP NSCs over 24 hours. Graph A depicts LDH levels, showing minimal variation across concentrations from control to 100 nanomolar. Graph B shows MTT levels, with a noticeable increase at higher fentanyl concentrations, especially from 3 nanomolar onwards, marked with an asterisk.]FIGURE 3 | To determine the dose response effects and temporal relationships of fentanyl on cell viability, NSCs were exposed to fentanyl for 24 h at concentration of 0.5, 1.0, 3.0, 10 or 100 µM. Fentanyl exposure resulted in a slight dose-related increase (not significant) in the release of LDH (A) into the cell culture medium, compared with controls. No reduction in MTT (B) was observed in the fentanyl exposed group, compared with controls.
Markers of cell death/damage were also used to assess the dose response effects of fentanyl exposure on the viability of differentiated neural cells. Like NSCs, fentanyl did not produce a remarkable increase in the release of LDH or a significant decrease of MTT uptake in the differentiated neural cells after 24-h exposure, compared with control (Figure 4). Each treatment condition was assayed at least in triplicate and the experiments were repeated three times independently.
[image: Two bar graphs showing the effect of fentanyl on neural cells derived from human NSCs after 24 hours. Graph (A) shows LDH levels, with similar values across different concentrations. Graph (B) shows MTT levels, also similar across concentrations. Both graphs compare control and various concentrations from 0.5 to 100 micromolar.]FIGURE 4 | Exposure of differentiated cells to fentanyl for 24 h did not lead to changes in LDH release (A) or MTT reduction (B). Each treatment condition was assessed at least in triplicate, and experiments were repeated three times independently.
Lipidomic data
In total, 919 lipid species from 20 lipid classes were detected from differentiated cells treated with vehicle (Control, n = 6), or 1 µM (FL, n = 3), 10 µM (FM, n = 3) or 100 µM (FH, n = 3) fentanyl for 24 h (the experiments were repeated three times independently).
The Partial Least Squares Discriminant Analysis (PLSDA) effectively distinguishes between control and fentanyl-treated groups, and the high-dose group (FH) is located furthest from the control group (Figure 5A). The top 15 most variable important in projection (VIP) lipid species (based on VIP scores), which are responsible for the group separations, included LPC (16:0), LPC (16:1), LPC (18:1), CER (d18:0_22:0), CER (d18:2_18:0), CER(d18:2_24:1) which were significantly increased, while ChE (24:5) and SPH (d18:1) significantly decreased (Figure 5B). Despite these alterations, palmitoyl carnitine levels, indicative of mitochondrial function, remained unaffected by fentanyl exposure (Figure 5C), aligning with the findings from the MTT assays that showed no detectable mitochondrial damage after fentanyl exposure.
[image: Panel (A) shows a scores plot with different treatments clustered into groups, indicating variability. Panel (B) displays a loadings plot with a list of lipid metabolites and their contributions. Panel (C) is a bar graph showing the ratio of AcCa(16:0) across three concentrations of fentanyl, with larger bars indicating higher values. Each panel corresponds to specific treatment groups: control, Fentanyl 1 micromolar (FL), 10 micromolar (FM), and 100 micromolar (FH).]FIGURE 5 | Principal component analysis (PCA) score plots (A), the top 15 variable importance in projection (VIP) plot (B) of lipidomics data from differentiated neural cells (derived from NSCs) of control (Ctr), treated with fentanyl 1 µM (FL), fentanyl 10 µM (FM) or fentanyl 100 µM (FH), for 24 h. Dark red indicates that the normalized level is higher than the average; dark blue indicates that the normalize level is lower. C = control; Fentanyl 1 µM (FL); Fentanyl 10 µM (FM); or Fentanyl 100 µM (FH). Bar graphs of the ratio of AcCa (16:0) (C), an intermediate metabolite of fatty acid β-oxidation in mitochondrial. Fentanyl 1 µM (FL); Fentanyl 10 µM (FM) or Fentanyl 100 µM (FH).
In Figure 6, the bar graphs delineate the dose-responsive modulation of lipid species upon fentanyl exposure, showcasing significant increments in LPCs (Figure 6A), CERs (Figure 6E), and di-hexosylceramides (Hex2Cer, Figure 6B), with the high-dose group (FH) demonstrating more than a twofold increase compared to the controls. Conversely, cholesterol esters (ChEs, Figure 6C) and sphingosines (SPHs, Figure 6D) manifest dose-dependent down-regulations, with reductions exceeding twofold in the high-dose scenario (Supplementary Table S1). This vividly illustrates the impacts of fentanyl on lipid metabolism, underscoring the substance’s capacity to induce profound alterations in cellular lipid profiles in a dose-dependent manner. It must be noted that only LPC (16:0), LPC (16:1), LPC (18:0), CER(d18:0_22:0), CER(d18:2_18:0), CER(d18:2_24:1) significantly increased, and only ChE(24:5) and SPH(d18:1) significantly decreased in the FH group vs. control.
[image: Five bar graphs labeled A to E compare different chemical ratios at three concentrations: 1 micromolar, 10 micromolar, and 100 micromolar. A shows LPC ratios, B shows Hex2Cer ratios, C shows CRE1 ratios, D shows SPH ratios, and E shows CER ratios. Each graph uses blue, orange, and gray bars, representing the respective concentrations, with varying heights indicating different values. A legend is included for reference.]FIGURE 6 | Bar graphs of the ratios of LPC (A), Hex2Cer (B), ChE (C), SPH (D) and CER (E) lipids (treated/Ctr). Ratios of LPC, CER and Hex2Cer had a dose-dependent increase, while ratios of ChE and SPH lipids had dose-dependent decreases. Ratios of CER had a dose-dependent increase (E). * Indicating ratios are significantly changed (vs. Control). Fentanyl 1 µM (FL, blue bar); Fentanyl 10 µM (FM, red bar) or Fentanyl 100 µM (FH, grey bar).
The affected lipids species involved in the CER pathways are summarized in Figure 7. Ratios of total lipid class of CER and Hex2Cer show dose-dependent increases.
[image: Diagram illustrating the metabolic pathway of neuron membrane or myelin of axons, focused on sphingomyelin, cholesterol, ceramide, sphingosine, and hexosylceramide. The pathway includes enzymes like SMase, SM synthase, and CER synthase. Bar charts show ratios of total sphingomyelin, cholesterol ester, ceramide, hexosylceramide, and sphingosine under different conditions: control (C) and fentanyl at varying concentrations.]FIGURE 7 | Summary illustration of the identified lipids involved in the ceramide pathways after fentanyl exposure, for 24 h. The scheme of the pathway is simplified and shows only relevant lipids. The bar graph shows the ratio of total lipid class level [(Sum (treated)/Sum (Control)]. The green (down-regulation) and pink (up-regulation) represent the changes in the total lipid class levels following fentanyl treatment. *Indicating ratios are significantly changed (vs. Control). C = control; Fentanyl 1 µM (FL); Fentanyl 10 µM (FM); or Fentanyl 100 µM (FH).
Ratios of total lipid class of sphingomyelin (SM) had minor increases (∼1.3 fold) in the FH group vs. control. Ratios of total lipid class of ChE and SPH had significant decreases with <2-fold decreases in the FH group vs. control. Among the 20 detected lipid classes the total abundance of cholesterol ester and sphingosine classes significantly decreased while ceramide and hexosylceramide classes significantly increased (>2-fold increase) in the high-dose group (FH) vs. control. These lipidomic data indicate that the ceramide pathway might be disturbed by fentanyl treatment.
DISCUSSION
Accumulating data have suggested that an in vitro neuronal culture system could recapitulate some major events of CNS development in vivo. Culture models, such as NSC cultures, facilitate mechanistic dissections including potential fentanyl-induced neurotoxicity [14–16, 26–29, 30], which is difficult using in vivo systems. Originally, we hypothesized that: 1) application of in vitro NSC models and/or differentiated cells should be able to provide data that can inform clinical interventions and preclinical toxicology studies; 2) fentanyl-induced neural damage, if any, could depend on the dose given and the duration of exposure. In this study, commercially available and de-identified human NSCs were employed. The cultured cells exhibited typical features including self-renew and differentiation to generate neurons, astrocytes, and oligodendrocytes. Our data (Figures 1, 2) show that the model was successful, despite the minimal impact of fentanyl.
Fentanyl, a synthetic opioid, is widely used to supplement general anesthesia. The clinical response to given doses of an opioid varies considerably, and this is at least in part a result of variability in disposition [31]. Consequently, the influence of several factors, such as the patient’s age, sex, body weight, cardiac output, or type and duration of surgery and anesthesia, on the pharmacokinetics of opioids have been investigated [32–36]. In the present study, to determine dose-dependent effect curves and the temporal relationships between fentanyl exposures and NSC health, differentiation, and viability, a range of fentanyl at micromolar concentrations was tested. The selection of micromolar concentration was based on the fact that the reference concentrations in human blood (plasma) vary greatly depending on the doses, frequency, routes of administration, and as a primary anesthetic agent, for example, fentanyl is administered in very high doses during cardiac surgery [37–39]. Our data demonstrated that 24-h exposure of NSCs to fentanyl at micromolar concentrations did not significantly affect mitochondrial functions in NSCs, nor reduced cell viability. In fact, 24-h fentanyl exposure at concentrations of 1.0, 3.0, 10 or 100 µM even caused a certain level of elevation of MTT uptake into NSCs. Additionally, with up to 100 µM fentanyl no significant adverse effects were observed on cell viability (LDH) or mitochondrial health status (MTT). Therefore, these results suggest that at micromolar levels (concentrations) [32, 35], NSCs and immature neuronal cells were not sensitive to fentanyl-induced cell death, indicating the apoptotic cascades and acute neuronal damage (necrotic cascades/pathways) did not seem to contribute to the fentanyl-induced adverse effects.
Approximately 60% of the human brain is comprised of lipids. Despite this, the impact of chemicals on lipid composition is rarely considered. Lipidomics analysis was conducted to investigate whether the lipidome of neural cells derived from human NSCs was changed by fentanyl exposure. Currently, few studies have evaluated whether and/or how analgesics/anesthetics might affect the biodynamics of lipids [11, 36]. Identifying alterations of lipid composition may help to evaluate the adverse effects associated with fentanyl exposure at a variety of micromolar concentrations. Since neural/neuronal cells contain a wide variety of lipid classes and lipid species, lipidomic analysis using UHPLC/HRMS was conducted to investigate the impacts of different concentrations of fentanyl on neural/neuronal cells. Notably, the dose-dependent increases in LPCs and CERs, along with decreases in ChEs and SPH, hints at a disruption in the ceramide pathway, a potential mechanism for fentanyl-induced functional deficits and/or early states of neurotoxicity. Sphingolipids, the second most abundant membrane lipids after phospholipids [34], are classified into three lipid classes: ceramides, sphingomyelins (SM), and glycosphingolipids (Hex2Cer) [33] as displayed in Figure 7, where CER is a central point for both sphingolipid biosynthesis and catabolism. Sphingolipids play important roles in the development and maintenance of the functional integrity of the nervous system [40]. Dysregulated sphingolipid metabolism has been reported to be associated with a variety of neurodegenerative diseases [40–42], specifically accumulation of ceramides contributes to the neuroinflammatory process in a wide range of neurodegenerative diseases [40, 43, 44]. The sphingolipid pathway was disturbed as shown by dose-dependent increases in CER and Hex2Cer and decreases in SPH. These data indicate that the neural cells might experience inflammation associated changes caused by fentanyl exposure at 100 μM, in the absence of negative effects on LDH and MTT. The increases in CER and Hex2Cer and decreases in ChE by fentanyl might affect the structure, function, and stability of myelin, as well as for axonal growth of neurons. The lipidomic shifts underscore the intricate role of lipid metabolism in the neurotoxic effects associated with opioid exposure, particularly in pediatric settings. By highlighting the importance of the ceramide pathway and lipid metabolism, our findings advocate for a deeper exploration into how fentanyl alters cellular biochemistry, contributing to a more comprehensive understanding of their neurotoxic potential.
Given the paucity of research on how analgesics and anesthetics influence lipid biodynamics (crucial for brain structure and function), our lipidomics analysis using UHPLC/HRMS represents a significant step forward. Investigating the effect of various fentanyl dosages on neural cells derived from human NSCs has provided valuable insight into fentanyl’s effects at the cellular level, suggesting that lipidomic profiling provides complementary information to biological tests (for instances, LDH release and MTT assay) for evaluating the nuanced mechanisms of fentanyl-induced neurotoxicity and for developing strategies to protect vulnerable pediatric populations during opioid therapy. It should also be mentioned that the current study has some limitations. For example, 1) although each treatment condition was assayed at least in triplicate and the experiments were repeated three times independently, untargeted-lipidomics requires more experimental replicates than three replicates which matters in terms of statistical data analysis [45]. And 2) although, at our preliminary experiments, it is indicated that shorter periods of fentanyl exposure (including 1-, 3- and 6-h) did not induce dose-related adverse effects (data not shown) on NSC and differentiated neural cell viability, the effects of shorter exposure time on lipidomic profiles should be more impactful and should be addressed in our future fentanyl projects.
Summary
MTT and LDH data showed that no detectable cell death occurred after fentanyl exposure at micromolar concentrations for 24 h. However, lipidomics analysis showed that the sphingolipid pathway was disturbed by fentanyl exposure at 100 µM for 24 h. Further, CER(d18:0_22:0), CER(d18:2_18:0) and CER (d18:2_24:1) may be potential biomarkers for neural cell inflammation status. Monitoring alteration of lipid composition and aberrant lipid metabolism may provide a more in depth understanding of the neurotoxic mechanisms, neuroinflammation, and neuronal viability/plasticity associated with fentanyl exposures.
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α-linolenic acid-induced facilitation of GABAergic synaptic transmission is mediated via acid-sensing ion channel (ASIC1a) activity in the basolateral amygdala
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Abstract
Epilepsy affects more than 70 million people worldwide. A seizure focus that develops in different cortical brain regions can present as either focal or generalized seizures. Temporal lobe epilepsy is a highly pharmacoresistant form of epilepsy that involves the amygdala, hippocampus with or without hippocampal sclerosis as well as other limbic structures. Loss and/or dysfunction of GABAergic inhibitory neurons play a critical role in tipping the balance toward excitation. Synchronous burst firing is a feature of inhibitory neurons that is thought to regulate and rectify large excitatory neuronal networks in the BLA and is thought to underlie higher cognitive function. Acid sensing ion channels (ASIC) activated by decreases in pH, the presence of ammonium ion or a slight lowering of temperature are present on excitatory and inhibitory neurons and can alter excitability. The net effect of the activation of ASIC1a channels in the BLA is inhibition. ASIC1a channels are active in the basal state, enhancing primarily GABAergic inhibition by direct depolarization of interneurons but also by indirect excitation of interneurons via ASIC1a-mediated depolarization of pyramidal neurons. In this study, we examine the contribution of ASIC1a channel activation on alpha-linolenic acid (ALA)-induced GABAergic inhibitory synchronous burst firing in the BLA. Our results show that ALA initiates inhibitory bursts that are dependent, in part, on the activation of ASIC1a channels that may in turn be mediated by mature brain-derived neurotrophic factor.
Keywords: alpha-linolenic acid, rat, GABA, inhibitory bursts, ASIC1a channels
IMPACT STATEMENT
Hyperexcitability is associated with informational processing deficits that may lead to disconnection and clinical cognitive impairment. Brain injuries caused by acute and chronic neurological disorders can impair neuronal function and/or lead to neuronal loss. GABAergic inhibitory neurons carry out diverse functions in brain. One major function of GABAergic inhibitory interneurons is to arrange and generate oscillations. Oscillations in the brain can either synchronize or de-synchronize neural ensembles. Loss or dysfunction of GABAergic inhibitory neurons may contribute to epilepsy and lead to the disruption of oscillations in the BLA. The novel finding that alpha-linolenic acid facilitates inhibitory bursts suggests that this nutraceutical may compensate for the loss and/or dysfunction of inhibitory neurons to reduce seizures and restore oscillatory function.
INTRODUCTION
Epilepsy is one of the most common neurological disorders and affects more than 70 million people around the world. Epilepsy, defined as spontaneous recurrent seizures or as two unprovoked seizures separated by more than twenty-four hours, is commonly treated with anticonvulsant therapy. There are approximately 150,000 individuals that have experienced one unprovoked seizure in the United States [1] and those that have had a brain insult, an electroencephalogram (EEG) with epileptic discharges or an abnormality on brain imaging and a nocturnal seizure are at greatest risk of having a second unprovoked seizure over the next 2 years [2]. Whether to treat a single seizure requires clinical judgement in weighing the risks of having a second seizure versus anticonvulsant side effects [2]. There are social implications for anyone that has had their first seizure including loss of driving privileges and potential employment issues.
Epilepsy has intriguing features beginning with epileptogenesis, the process of converting a normal functioning brain with a variable latent period without seizures into one that generates spontaneous recurrent seizures. A seizure is a transient synchronous discharge of neuronal activity in the brain but the process of conversion to an epileptic state is complicated. In fact, the details of how normal neuronal circuits develop into transient abnormal synchronous discharges are unknown. The pathophysiology has been attributed, at least in part, to the imbalance of excitatory and inhibitory neurons and/or function in the brain. However, this is not the entire story. Absence seizures, for example, result from an aberrant increase in inhibition due to impaired uptake of γ-aminobutyric acid [GABA] [3] although recent evidence suggests that a reduction in cortical inhibition may be a significant contributing factor in these generalized seizures [4].
The amygdala is an almond-shaped structure that is located in the mesial temporal lobe of the brain [5]. At least thirteen different nuclei define the amygdala where they carry out diverse functions including emotional memory, and normal behavioral functions [6]. The basolateral division of the amygdala (BLA) is a relatively new division of the amygdala that is associated with the cortex [6]. The BLA has reciprocal connections with the ventral hippocampus and prefrontal cortex, areas critically involved in fear memory, among others [7–9].
The amygdala plays a fundamental role in temporal lobe epilepsy [10, 11]. Temporal lobe epilepsy (TLE) is the most common type of focal epilepsy and, in the presence of hippocampal sclerosis, at least one-third of patients suffer from pharmacoresistance [12, 13]. The amygdala is one of the brain regions that shows extensive damage in patients with TLE [11, 14–16]. Studies show that the seizure focus resides in the amygdala and/or hippocampus although the seizure focus is most commonly found in both brain regions [11, 17, 18].
The amygdala, however, may be the most common brain region of the seizure focus. It is well-known that kindling, the use of repeated electrical stimulation in laboratory animals, results in spontaneous recurrent seizures much faster when performed in the amygdala compared with the hippocampus [19, 20]. Moreover, the earliest indication of interictal spike activity or epileptiform discharges occurs in the amygdala and piriform cortex even if kindling was performed in the hippocampus [21, 22]. Seizure spread from the amygdala to other areas may be due to its extensive reciprocal connections to temporal and other cortical brain regions [23] that facilitates the spread of seizures to the hippocampus and to other brain regions. The mechanisms of the vulnerability of the amygdala to the generation of seizures are largely unknown [11, 24].
The BLA plays an important role in the normal and abnormal functions of the amygdala. Sensory information from thalamocortical areas project to the BLA [25, 26]. Importantly, BLA activation is particularly responsible for the generation of status epilepticus in animal models of seizures even when the seizures are generated in extra-amygdalar brain regions [27, 28]. In addition, prolonged electrical stimulation of the amygdala sets off status epilepticus more readily when it is done in the BLA compared with other areas of the amygdala [29]. However, the reasons behind the susceptibility of the BLA in the generation of status epilepticus are unclear.
The BLA contains two types of neurons, glutamatergic pyramidal (principal) neurons and γ-amino-butyric acidergic (GABAergic) inhibitory neurons [30, 31]. The vast majority of neurons in the BLA are glutamatergic or principal neurons (80–85%) whereas GABAergic inhibitory neurons represent 15–20% of neurons [5, 32, 33]. GABAergic inhibitory interneurons co-express neuropeptides such as the calcium binding proteins calbindin or calretinin, cholecystokinin (CCK), vasoactive intestinal peptide (VIP), somatostatin or parvalbumin [34–38]. Interestingly, GABAergic inhibitory neurons co-expressing the neuropeptide parvalbumin comprise about 40% of the total number of GABAergic inhibitory neurons and are the principle foundation of perisomatic innervation of principal neurons that may be involved in feedback inhibition in the BLA. In contrast, GABAergic inhibitory interneurons that co-express calretinin make up about 25–30% and mostly synapse on other inhibitory interneurons [37, 39–41].
GABAergic inhibitory interneurons tightly regulate the excitability of the BLA [42], despite representing only about 20% of the total number of neurons. The GABAA receptor mediates fast inhibitory synaptic neurotransmission but there are modulators that also regulate neuronal excitability in the BLA. The glutamate receptor subtype, kainic acid, is involved in synaptic transmission and modulates the presynaptic release of glutamate [43] and GABA [44–47]. Moreover, kainic acid is involved in epilepsy [24, 48, 49]. The kainic acid receptor consist of five different subtypes: Gluk1-3 (previously called GluR5-7), and GluK4-5 (previously called KA1-2) [50]. Kainic acid receptors are tetramers forming homomeric or heteromeric receptors; GluK4-5 subunits form functional receptors only in combination with GluK1-3 subunits [51, 52]. The N-terminal amino terminal domain (ATD) plays a major role in the assembly of heterodimers and homodimers because the formation of dimers begins at the ATD domains [53]. Alternative splicing and mRNA editing alter substrate binding and ion fluxes [51, 54, 55]. Thus, the combination of subunits results in a diverse complement of distinct receptors with different pharmacological and biophysical properties. High levels of mRNA coding for GluK1-3 are expressed in the amygdala [56–58]. The mRNA levels of GluK1 are especially elevated in the BLA, higher than in the hippocampus [56, 57]. It has been shown that GluK1-containing kainate receptors contribute to excitatory postsynaptic currents (EPSCs) when recorded from BLA glutamatergic neurons [59, 60] and increases the amplitude and frequency of action-potential spontaneous GABAergic inhibitory postsynaptic currents (IPSCs) recorded from BLA excitatory neurons [57].
Several studies implicate the GluK1-containing kainate receptors in temporal lobe epilepsy or complex partial seizures. ATPA, a GluK1 agonist, induces spontaneous epileptiform bursting in rat amygdala slices [56], and limbic status epilepticus when administered intravenously or when the compound is directly injected into the rat amygdala [24, 49]; the seizure-generating effects of ATPA are blocked by the GluK1 antagonist, LY293558 [61]. Also, antagonists of GluK1-containing receptors block limbic seizures beginning in the hippocampus induced by pilocarpine, a muscarinic agonist, or electrical stimulation in vitro or in vivo [24, 48]. Topiramate, a GluK1 antagonist [60], prevents ATPA-induced seizures but has no anti-seizure effect on other ionotropic glutamate receptor subtypes [49] i.e., NMDA or α-amino-3-hydroxyl-5-methyl-4-isoxazole-propionate (AMPA). These results suggest that blocking GluK1-containing kainic acid receptors is a major mechanism of stopping seizures by topiramate. Expression levels of GluK1 are markedly increased in epileptic temporal lobe brain regions in human as well as in rats [62, 63]. Although GluK1-containing receptors can increase EPSCs, and therefore, excitability, in glutamatergic neurons and increase the release of GABA from presynaptic terminals of GABAergic inhibitory neurons to reduce excitability of glutamatergic neurons at low glutamate concentrations, elevated concentrations of glutamate as occurs during a seizure suppresses the release of GABA from presynaptic terminals [57] thereby exacerbating seizure activity. Additional studies have shown that the overall effect of elevated activation of GluK1-containing kainate receptors is a striking increase in neuronal excitability in the BLA and generation of spontaneous epileptiform discharges [61].
Physiological synchronous burst firing, a property of inhibitory neurons [64–66], resets and controls excitatory activity [64, 67]. As a result, GABAergic inhibitory interneurons play a central role in arranging and generating oscillations [68–71]. Synchronous oscillations in the BLA appear to be important for safety perception [72] and fear response [73]. Recently, spontaneous rhythmic oscillatory GABAA receptor-mediated inhibitory bursts were recorded with an average burst frequency of 0.5 Hz from the rat BLA that were dependent upon NMDA receptor activation, specifically the NR2A subunit, located on GABAergic inhibitory neurons [74]. However, the role of other receptors and/or channels in the generation of inhibitory burst activity is unknown.
A small reduction in the pH or temperature, or the presence of ammonium ion activates H+-gated sodium channels called acid-sensing ion channels (ASICs) [75, 76]. The channel was cloned from rat brain and three types of ASIC channels have been identified, ASIC1, ASIC2 and ASIC [3, 77]. ASICs are members of the epilthelial/degenerin sodium channel family with different biophysical properties. ASIC1 has two splice variants, ASIC1a and ASIC1b; ASIC1a is broadly distributed in brain with the highest expression found in the amygdala, among other brain regions [76, 78]. Pidoplichko et al., (2014) [79] demonstrated that activation of ASIC1a channels by a reduction in pH or in the presence of ammonium evokes inward currents depolarizing excitatory neurons and interneurons and enhanced IPSCs more than EPSCs from excitatory neurons and increase inhibitory activity in the BLA by the activation of inhibitory neurons and indirect activity by the synaptic activation of glutamatergic neurons. Pharmacological manipulation in rat BLA slices to induce epileptiform activity using elevated potassium or low magnesium, a strategy that relieves the magnesium block of NMDA receptors to increase activity, was completely blocked by ammonium [79]. These results confirm that activation of ASIC1a channels enhance inhibition over excitation in the BLA.
We have shown previously that alpha-linolenic acid (ALA), an omega-3 polyunsaturated fatty acid (PUFA), increases the facilitation of GABAA receptor-mediated neurotransmission in the BLA [80]. An increase in GABAA receptor-mediated neurotransmission induced by mature brain-derived neurotrophic factor (mBDNF) elicited a similar increase in inhibitory activity. These results suggest that ALA may protect neurons via a bidirectional effect by reducing excitation through activation of a background potassium channel [81] and enhancing inhibition [80]. We now show that ALA enhances inhibitory burst activity in the BLA by activating ASIC1a channels possibly via a mBDNF-mediated mechanism.
Ethics statement
The experiments followed the Guide for the Care and Use of Laboratory Animals (Institute of Laboratory Animal Resources, National Research Council) and were in accordance with the guidelines and approved by the Uniformed Services University of the Health Sciences Institutional Animal Care and Use Committees (IACUC). The animal care and use programs of both institutions are accredited by the Association for Assessment and Accreditation of Laboratory Animal Care International.
Animals
Experiments were performed using 8–16 weeks old male, Sprague–Dawley rats (Charles River, Wilmington, MA, United States). Rats were pair-housed on arrival and acclimated for 3 days. A total of ten rats were used for the study. Animals were housed on an environmentally controlled room (20–23°C, ∼44% humidity, 12-h light/12-h dark cycle [350–400 lux], lights on at 6:00 am), with food (Harlan Teklad Global Diet 2018, 18% protein rodent diet; Harlan Laboratories; Indianapolis, IN) and water available ad libitum. All rats used were not injected with substances prior to electrophysiological experiments.
Electrophysiological experiments
The procedures for obtaining the whole-cell recordings from the BLA region have been previously described [80, 82]. The rats were anesthetized with isoflurane before decapitation. Coronal brain slices (400 µm thick) containing the amygdala were cut in ice-cold solution (in mM: 115 sucrose; 70 N-methyl-D-glucamine-gluconate (NMDG); 1 KCl; 2 CaCl2; 4 MgCl2; 1.25 NaH2PO4; 30 NaHCO3) with the use of a vibratome (Leica VT 1200 S; Leica Microsystems, Buffalo Grove, IL, United States). The slices were transferred to a holding chamber at room temperature of about 23°C, in a bath solution containing (in mM): 125 NaCl; 2.5 KCl; 1.25 NaH2PO4; 21 NaHCO3; 2 CaCl2; 1 MgCl2; and 25 D-glucose. The recording solution (artificial cerebrospinal fluid; ACSF) was the same as the holding bath solution. All of the solutions were saturated with 95% O2/5% CO2 to achieve a pH near 7.4. The recording chamber (0.7 mL capacity) had continuously flowing ACSF (∼8 mL/min) at 30–31°C. The osmolality of the ACSF was adjusted to 325 mOsm with D-glucose.
To visualize the neurons, we used a ×40 water immersion objective equipped with a CCD-100 camera (Dage-MTI, Michigan City, IN, United States), under infrared light, using Nomarski optics of an upright microscope (Zeiss Axioskop 2, Thornwood, NY, United States).
The recording electrodes had resistances of 3.5∼4.5 mW when filled with the internal solution (in mM): 60 CsCH3SO3; 60 KCH3SO3; 5 KCl; 10 EGTA; 10 HEPES; 5 Mg-ATP; 0.3 Na3GTP (pH 7.2; osmolality was adjusted to 295 mOsm with potassium gluconate). Tight-seal (over 1 Giga Ohm) whole-cell recordings were obtained from the cell body of the principal neurons, distinguished from the interneurons by their larger size, pyramidal shape, and electrophysiological characteristics. Access resistance not exceeding 20 Mega Ohms was monitored during the recordings, and the cells were rejected if the resistance changed by more than 15% during the experiment. The currents were amplified and filtered (2 kHz) using the Axopatch 200B amplifier (Axon Instruments, Foster City, CA, United States) with a four-pole, low-pass Bessel filter, digitally sampled (up to 2 kHz) using the Clampex 10.7 software (Molecular Devices, Sunnyvale, CA, United States), and subsequently analyzed using Origin2019b software (OriginLab Corporation, Northampton, MA, United States).
GABAA receptors (GABAARs)-mediated sIPSCs were recorded in a voltage-clamp mode at holding potential (Vh) of + 30 mV in the presence of D-AP5 (50 μM); SCH50911 (10 μM); LY341495 (3 μM). After a BLA cell was patch-clamped, the holding potential was switched from conventional − 58 to + 30 mV. The cell was left to equilibrate with the new Vh for about 4 min in drug-free bath solution (ACSF) and then another 4 min in antagonists-containing bath solution. Spontaneous IPSCs were recorded after that. Pressure-application of substances was performed with the help of the technique described previously [83]. Substances used in this study were as follows: D-AP5, a competitive NMDA receptor antagonist, NMDA, Ammonium chloride and all chemicals used for buffers were purchased from Sigma-Aldrich Chemical Co (St. Louis, MO). Mature BDNF and Ibuprofen were purchased from Tocris Bioscience, (Ellisville, MO). Alpha-linolenic acid (ALA) was purchased from Nu-Chek Prep Inc (Elysian, MN) and was freshly prepared on the day of experimentation. ALA was dissolved in ethanol at a molar concentration and then diluted in ACSF solution to reach a final concentration of 50, 100 or 200 μM. It was reported that ALA undergo auto-oxidation [84], therefore all manipulations of ALA were made under nitrogen. The experiments were performed in the presence of the NMDA receptor antagonist D-AP5, unless specified in the description of results and figure legend.
Statistical analysis
Statistical values are presented as means ± standard error (SE) of the mean, and comparisons were made using paired-t test. Results were considered statistically significant when the p value was <0.05. Sample sizes (n) refers to the number of currents.
RESULTS
In the first experiment we replicate the effects of ALA on GABAergic neurotransmission in the BLA (Figure 1). Control current trace is shown in Figure 1A. We demonstrate that bath application of 50 μM ALA, a lower concentration than used previously [80] (Figure 5), enhances the facilitation of GABAergic activity in the BLA in slices (Figure 1B) and this effect was reversed after wash out with control bath solution (Figure 1C). To show that the effect was not due to activation of NMDA receptors, this experiment was performed in the presence of the NMDA receptor antagonist D-AP5.
[image: Graphs A, B, and C display electrical current traces over time, measured in picoamperes (pA). Each trace shows variations in current with distinct spikes at different intervals, with a scale marker indicating 200 pA and 2 seconds.]FIGURE 1 | Typical potentiating effect of bath-applied ALA on inhibitory activity mediated via GABAARs. The experiment was conducted at Vh = +30 mV in the presence of NMDARs antagonist D-AP5 (50 µM). Control current traces are demonstrated (A). Bath-applied ALA (50 µM) facilitated inhibitory activity (bursts) (B). Note the initiation of inhibitory bursts in the presence of the NMDA receptor antagonist D-AP5. Inhibitory activity subsided during wash-out of ALA (C).
Since we have demonstrated that the ALA enhancing GABAergic inhibitory currents in the basolateral amygdala is not dependent on activation of NMDA receptors, we tested the hypothesis that this enhancing effect is dependent on the activation of ASIC1a channels. To investigate the direct effect of ALA on ASIC1a receptor (ASIC1aRs)-mediated currents at Vh = −70 mV, we conducted a second experiment consisting of pressure application of ammonium chloride for 300 ms, under control and bath-applied ALA (100 µM) conditions. Comparisons of ASIC1a-mediated currents, measured in picoAmpers (pA), tested under control (156 ± 6, n = 5) and 100 µM ALA (180 ± 2, n = 5) showed a significant increase (p = 0.004) when ALA was present in the bath solution (Figure 2).
[image: Bar graph comparing ASIC1a-mediated current in picoamperes (pA) between Control and ALA groups. Control shows approximately 150 pA, while ALA shows around 180 pA with a significant increase indicated by two asterisks.]FIGURE 2 | The effect of bath-applied 100 µM ALA on the amplitude of ASIC1a receptor-mediated currents evoked by pressure application of specific ASIC1a agonist NH4Cl. ASIC1a receptor-mediated inward currents were evoked by 40 mM NH4Cl applied for 300 ms at Vh = −70 mV. Ordinate axis: current amplitude in picoamperes. The increase in the amplitude of the currents was statistically significant (n = 5; t-test; p = 0.00455).
To confirm that inhibitory effect of ALA is dependent on ASIC1aRs activation, we conducted a third experiment recording ASIC1a-dependent inhibitory neuronal bursts in the BLA. Figure 3 shows 40 min of continuous recording performed on pyramidal BLA neurons in v-clamp mode at Vh = + 30 mV. In panel Figure 3A bath-application of ALA initiates ASIC1aRs-dependent inhibitory bursts. Bursts were initiated also via specific facilitation of AISC1aRs by reducing the bath temperature, as shown in Figure 3A where the lower line is indicating drop of temperature. In Figure 3B, the bath-application of the specific ASIC1a receptor antagonist, ibuprofen (500 µM), extinguished spontaneous inhibitory bursts and when cooling was applied it failed to initiate bursts. In Figure 3C, after wash-out of ibuprofen, bath application of ALA (200 µM) initiated transient inhibitory bursts activity showing that ALA can recover bursts activity after the washout. Figure 3D shows that in the presence of ibuprofen, ALA application failed to induce inhibitory bursts as well as cooling also failed to initiate bursts. After 4 min of washout, spontaneous bursts reappear and cooling initiated transient bursts activity via facilitation of ASIC1a receptors. The pharmacological induced changes on inhibitory neuronal bursts in the BLA clearly demonstrate that the effects of ALA are dependent on ASIC1aRs activation.
[image: Electrophysiological recordings depicting neuronal activity under different conditions. Panels A through D show variations in spontaneous bursts and responses to specific treatments, including ALA and bicuculline. Each trace represents current over time, with notable increases indicating spontaneous firing labeled accordingly. Experimental conditions are marked above the traces, indicating when treatments were applied.]FIGURE 3 | Continuous 40 min recording demonstrating initiation of ASIC1a receptor-dependent inhibitory bursts via bath-application of ALA. The recording was performed on principal BLA neurons in v-clamp mode at Vh = + 30 mV. Upper traces demonstrate currents at Vh = +30 mV in all panels. Lower traces represent changes in temperature in all panels. Bath-application of ALA (200 µM) facilitated the generation of inhibitory bursts (A). Bursts were initiated also via specific facilitation of AISC1a receptors by cooling (A). Spontaneous bursts in the beginning of (B) subsided and the cooling failed to initiate bursts in the presence of the specific ASIC1a receptor antagonist ibuprofen (500 µM). After the wash-out of ibuprofen, bath application of ALA initiated transient inhibitory bursts activity proving that the ALA effect can recover after the wash-out (C). ALA application failed to induce inhibitory bursts as well as cooling also failed to initiate bursts in the presence of ibuprofen [see beginning of (D)]. After 4 min of wash out, spontaneous bursts reappear. Cooling initiated transient bursts activity via facilitation of ASIC1a receptors [end of panel (D)]. The ALA initiation of bursts most likely depended on the facilitation of ASIC1a receptors by BDNF.
Since we have previously demonstrated that the ALA enhances the inhibitory GABAergic currents of pyramidal neurons through a BDNF-tyrosine receptor kinase (Trk)-mediated pathway [80] (Figure 7), we hypothesized that ALA initiation of bursts may occur due to activation of ASIC1a receptors by BDNF. Therefore, we investigated the effects of BDNF on ASIC1a currents. The specific ASIC1a receptor agonist, ammonium chloride, was pressure applied to BLA principal neurons (demonstrated by arrowheads in Figures 4A–C). Bath-applied mBDNF increased ASIC1a receptor-mediated inward currents in control (Figure 4A; v-clamp mode, Vh = −70 mV) by about 40% (Figure 4B) and the effect was reversed after wash-out (Figure 4C).
[image: Three electrophysiological traces labeled A, B, and C show similar downward spikes marked by a black triangle. Trace A notes an NH4Cl exposure of three hundred milliseconds. The scale shows one second equals one hundred picoamperes.]FIGURE 4 | The effect of pressure-applied specific ASIC1a receptor agonist NH4Cl on BLA principal neurons. ASIC1a receptor-mediated currents were evoked by pressure applied NH4Cl (40 mM for 300 ms). Control current is demonstrated (A). Bath-applied BDNF (20 ng/mL) increased ASIC1a receptor-mediated inward currents (v-clamp mode) by about 40% (B). Current amplitude diminished during wash-out of BDNF (C).
To test the hypothesis that mBDNF may enhance NMDA receptor-mediated evoked currents in the BLA, we conducted an experiment with pressure application of NMDA in BLA principal neurons. During this experiment, the NMDA antagonist D-AP5 was not present at the control bath solution. Figure 5 shows recordings of the current evoked by pressure-applied NMDA (100 µM for 100 ms; arrowheads) under control bath-solution Figure 5A, BDNF (20 ng/mL) bath applied Figure 5B, wash-out Figure 5C, NMDA receptor antagonist D-AP5 (50 µM) bath-applied Figure 5D and wash-out Figure 5E. Results showed that NMDA receptor-mediated currents are completely inhibited by D-AP5 and there was an incomplete recovery of the current amplitude after washout. No changes in NMDA receptor-mediated currents were observed in the presence of mBDNF, demonstrating that mBDNF does not facilitate NMDA receptor-evoked currents in principal BLA neurons.
[image: Five line graphs labeled A to E measure electrophysiological responses. Each graph shows a downward deflection marked at different phases. Graph A is labeled "Control," B is "BDNF," C and E are "Wash-out," and D is "D-AP5." A scale bar indicates two seconds and two hundred pA.]FIGURE 5 | BDNF fails to facilitate NMDA-evoked currents in principal BLA neuron. Control recording of the current evoked by pressure-applied NMDA (100 µM for 100 ms, arrowheads), a subtoxic concentration (A). Current evoked by pressure application of NMDA in the presence of BDNF (20 ng/mL) (B). Wash out of BDNF (C). Block of the current by bath applied D-AP5 (50 µM) (D). Incomplete recovery of the current amplitude after wash out (E).
Since the effects of mBDNF on inhibitory GABAergic currents in the BLA did not depend on facilitation of NMDA receptor-evoked currents, we further investigated the effects of BDNF on ASIC1a-dependent inhibitory bursts. Figure 6 shows recording of inhibitory currents in the absence of the NMDA antagonist D-AP5: Figure 6A regular excitatory bursts were recorded at holding potential (Vh) = +30 mV and bursts frequency is about 0.5 Hz under control conditions; Figure 6B the initial effect of bath applied of the NMDA receptor antagonist D-AP5 (50 µM) shows disruption of NMDA receptor-dependent wide excitatory bursts generation; Figure 6C After 6 min in D-AP5, mBDNF (20 ng/mL) was bath-applied and results show the restoration of bursts generation; Figure 6D Bursts persisted after the washout of BDNF suggesting an ASIC1a receptor-mediated mechanism although the bursts become more narrow; Figure 6E Bursts are again recorded after the washout of D-AP5; Figure 6F the ASIC1a receptor antagonist, ibuprofen (1 mM) completely blocked inhibitory bursts generation; Figure 6G addition of BDNF shows no effect; Figure 6H After a 10 min washout, generation of bursts show recovery. The pharmacological induced changes on inhibitory neuronal bursts in the BLA principal neurons demonstrated that mBDNF restores inhibitory bursts generation that are prevented by NMDA receptor inhibition.
[image: Eight electrophysiological traces labeled A to H. Traces A, C, and G show high-frequency spikes with different conditions: Control, D-AP5 plus BDNF, and Ibuprofen plus BDNF. Traces B, D, F, and H depict reduced activity under treatments D-AP5, and Ibuprofen, with E and H both marked as Wash-out. Scale bar indicates 5 seconds and 500 pA.]FIGURE 6 | The effect of BDNF on principal BLA neuron supports the importance of ASIC1a receptors in inhibitory bursts generation. Regular inhibitory bursts have been recorded at Vh = + 30 mV. Bursts frequency was about 0.5 Hz in control (A). The initial effect of the bath applied NMDA receptor antagonist D-AP5 (50 µM). NMDARs-dependent wide excitatory bursts generation was disrupted (B). After 6 min in D-AP5, the addition of BDNF restored the burst generation (C). Bursts persisted after wash-out of BDNF (ASIC1a receptors were involved: please note that the profile of the bursts became narrow) (D). Bursts were recorded after the wash-out of D-AP5 (E). The ASIC1a receptor antagonist ibuprofen (1 mM) blocked inhibitory bursts generation completely (F). Addition of BDNF produced no effect (G). After 10 min-long wash-out, the generation of bursts has recovered (H).
To confirm that mBDNF is enhancing GABAergic currents in the BLA via ASIC1aRs activation, we recorded depolarizing bursts on BLA interneurons. In Figure 7, we demonstrate that regular depolarizing bursts recorded at Vh = −70 mV under control bath-solution show bursts frequencies at about 0.8 Hz Figure 7A. When 1 mM of Ibuprofen, the ASIC1a receptor antagonist, was bath applied there was a reduction in bursts activity to about 0.5 Hz. After 8 min of ibuprofen application, bursts frequency decreased further to about 0.3 Hz Figure 7B. Bath application of mBDNF (20 ng/mL) on the background of ibuprofen produced no effect Figure 7C. After 10 min washout Figure 7D, regular bursts pattern was restored (bursts frequency 0.8 Hz). Addition of mBDNF to the bath Figure 7E increased bursts frequency to about 1.3 Hz. The pharmacological induced changes on inhibitory neuronal bursts in the BLA principal interneurons demonstrated that mBDNF enhances depolarizing burst activity in interneurons in the BLA, therefore increasing GABAergic inhibitory activation.
[image: Five graphs labeled A to E show electrophysiological recordings with varying spike patterns. Each graph's vertical scale is marked at fifty picoamperes and the horizontal scale at two seconds. The spikes differ in frequency and amplitude across the graphs.]FIGURE 7 | The BDNF effect on a BLA interneuron. Control: regular excitatory bursts were recorded at Vh = −70 mV; Bursts frequency was about 0.8 Hz (A). The initial effect of bath applied the ASIC1a receptor antagonist ibuprofen (1 mM) (B). The regularity of excitatory bursts was disrupted and the bursts frequency decreased to about 0.5 Hz. After 8 min in ibuprofen, bursts frequency decreased further to about 0.3 Hz. Bath applied BDNF (20 ng/mL) on the background of ibuprofen produced no effect (C). After 10 minutes-long wash-out, regular bursts pattern was restored (bursts frequency 0.8 Hz) (D). Addition of BDNF (20 ng/mL) to the bath increased bursts frequency to about 1.3 Hz (E).
DISCUSSION
An epileptic focus of an idiopathic nature can develop in any area of the cortex that results in the appearance of enduring spontaneous recurrent seizures and neurocognitive and psychosocial consequences [85]. A prior brain injury, structural lesion and seizures during sleep are predisposition factors associated with seizure recurrence [2]. Seizures are transient events characterized by abnormal synchronous neuronal discharges that spread to cortical and subcortical areas in the brain [86]. Generalized epilepsy is associated with a higher rate of freedom from seizures (64–82%) compared with focal epilepsies (25–70%) during the first 2 years after diagnosis [87]. The mortality rate in epileptic individuals is 1.6–9.3 times higher than in the general population. Dire consequences of epilepsy commonly include sudden unexpected death in epilepsy, drowning, status epilepticus, and suicide [88]. Unfortunately, the seizure-free rate, defined as the absence of seizures over a 5-year period in focal and generalized epilepsy, has remained unchanged over the last twenty years despite the addition of seventeen anti-convulsants to the armamentarium of anti-seizure medications [88].
The detailed cellular and molecular mechanisms of epileptogenesis and epilepsy are unknown. Surgical removal of human epileptic tissue from patients with intractable seizures has provided insight into the electrophysiological properties of ictal and interictal events, synapse formation and characteristics of pyramidal and inhibitory interneurons. Data acquired from human epileptic tissue has shown that afferent fiber stimulation, resulting in excitatory bursts with variable latencies, were formed in the temporal or frontal cortex that depended in part on the glutamate receptor subtype, NMDA receptors [89]. Prolonged responses with after-discharges are observed in the dentate gyrus by low frequency performant path stimulation in the hippocampus from epileptic human tissue that is only found in healthy tissue when GABAA receptors are partially blocked [90]. There may be decreased inhibition in dentate neurons from epileptic human tissue with hippocampal sclerosis. Single high frequency stimulation of the perforant path resulted in dentate neuronal depolarization that was amplified with the addition of a low concentration of bicuculine, a GABAA receptor antagonist, suggesting that reduced inhibition may be a critical component of hyperexcitability in sclerotic hippocampal epileptic tissue [91]. Hippocampal epileptic tissue with sclerosis shows reduced GABAergic neurotransmission by fast and slow inhibitory post-synaptic potentials (IPSCs) in the dentate gyrus providing additional evidence of impaired inhibition [92].
In the absence of extracellular magnesium, a manipulation that relieves the magnesium block on the NMDA receptor-associated channel, both interictal bursts and long ictal synchronous epileptiform discharges were observed from the cortex of human epileptic brain tissue; ictal events were blocked by the NMDA receptor antagonist, 2-amino-5-phosphonopentanoic acid [APV], while non-NMDA receptor antagonists had no effect on the ictal discharges in the absence of magnesium [93]. In the hippocampus, repetitive low frequency stimulation resulted in spontaneous epileptiform discharges and were reduced in the presence of the NMDA receptor antagonist, 3-(2-Carboxypiperazin-4-yl)propyl-1-phosphonic acid (CPP). The investigators also showed spontaneous rhythmic positive polarity potentials that became more hyperpolarizing when the neuronal membrane became less negative relative to the resting membrane potential and these potentials were markedly attenuated or abolished with the addition of bicuculline. The spontaneous epileptiform discharges resulting from repetitive focal stimulation of the human epileptic tissue was associated with a reduction in the GABAA receptor-mediated spontaneous rhythmic currents. These results suggest that the initiation of epileptiform discharges may be due in part to a reduced GABAA receptor inhibitory-mediated mechanism even though GABA-mediated inhibition is functional in human epileptic brain tissue and confirmed in human and animal models of chronic epilepsy [94, 95]. In these cases, the human brain tissue was obtained from patients with intractable epilepsy where the tissue was described as having neuronal loss and gliosis [93]. Curiously, interictal-like discharges have been observed in the subiculum, the outflow region of the hippocampus in patients with hippocampal sclerosis. This type of activity was not detected in the CA1, CA3, dentate gyrus or entorhinal cortex. Interictal field potentials in the subiculum are significantly reduced by ionotropic glutamate and GABAA receptor antagonists [96]. Inhibitory interneurons fire just before and during interictal-like discharges. Curiously, some of the subicular pyramidal neurons have an impaired chloride homeostasis and analysis of human epileptic tissue in vitro confirmed the subiculum’s role in epileptogenesis [97]. It is interesting that subicular pyramidal and inhibitory interneurons abundantly express CaV 3.1 T-channels that contribute burst firing in the subiculum. That is, when T-channels are antagonized in the subiculum, burst firing changed to spike firing with low depolarizing stimuli; the absence of T-channels by genetic manipulation resulted in suppression of burst and spike firing [98].
The number of GABAergic inhibitory interneurons in the brain is relatively small (about 20%) compared with the number of excitatory neurons. Loss of GABAergic inhibitory neurons in a non-primate model of focal epilepsy was first reported by Ribak et al., (1982) [99]. More reports of GABAergic inhibitory loss or abnormalities in GABAergic function in human and animal models of status epilepticus/epilepsy followed [100–106].
When GABAA receptors are activated, the chloride-associated channel opens that in turn influxes chloride. This is due to a higher extracellular concentration of chloride compared with the intracellular concentration. However, the regulation of chloride is more complex and involves the sodium-potassium-chloride (NKCCl) and potassium-chloride (KCC2) cotransporters. NKCCl increases the intracellular concentration of chloride using the sodium ion electrochemical gradient whereas KCC2 eflluxes chloride from the cell by the chemical gradient of potassium ions [107]. In normal tissue, KCC2 is highly expressed whereas the expression levels of NKCCl may be low or inhibited [108], thereby keeping the intracellular concentration of chloride low in part so that when GABAA receptors are activated, the chloride-associated channel opens and chloride goes down the electrochemical gradient and influxes into the neuron. The dynamics of chloride regulation are not just a matter of an intellectual exercise. Emerging evidence suggests that inflammation is implicated in the process of epileptogenesis and drives seizure severity, frequency and excitotoxicity [109, 110]. In a recent study, a single injection of lipopolysaccharide (LPS) into the peritoneum of male and female mice, a method known to induce a cytokine cascade in the brain within 60 min after injection, leads to a significant reduction in the efflux of chloride and an uptake of chloride into neurons in the dentate gyrus and hyperexcitability and increases the probability of spike activity 24 h after injection [111]. Thus, a reversal of the normal role of the KCC2 and NKCCl cotransporters occurs that results in hyperexcitability in the brain after an episode of acute peripheral inflammation. This novel finding in vivo provides new mechanistic insights into epileptogenesis that may involve systemic inflammatory insults that result in an inflammatory response in brain in addition to genetics and other traditional etiologies.
An episode of status epilepticus (SE) can trigger epileptogenesis. In the kainic acid model of status epilepticus, prior work showed profound loss in GABAergic inhibitory neurons compared with the loss of excitatory neurons in the rat BLA seven to 10 days after status epilepticus. These changes were associated with an increase in the α1 GABAA receptor subunit, glutamate decarboxylase (GAD), the enzyme that converts glutamate to GABA, and a decrease in the glutamate ionotropic receptor kainate type subunit 1 (GluK1). Whole-cell recordings showed a significant reduction in the amplitude and frequency of spontaneous action potential-dependent IPSCs, a reduction in the frequency but not amplitude of miniature IPSCs and an impairment in the modulation of IPSCs via GluK1-containing receptors [112]. These results underscore the striking vulnerability of GABAergic inhibitory interneurons after SE that is not compensated by surviving GABAergic inhibitory neurons that expressed increased levels of the α1 subunit of the GABAA receptor and the increase in GAD. These alterations may set the stage of the development of an epileptic focus due to the loss of GABAergic inhibitory neurons in the rat BLA.
Because loss or impairment of GABAergic function has been implicated in human and animal models of temporal lobe epilepsy, compounds that positively affect the GABAergic system would be beneficial in controlling and/or preventing epilepsy. Anticonvulsants that enhance GABAergic function have been approved by the FDA such as valproic acid, and lamotrigine and are already in use today. Unfortunately, many of the anticonvulsants have side effects, with some that are serious and/or debilitating [88].
Alpha-linolenic acid is an omega-3 essential polyunsaturated fatty acid (PUFA) found in plants including flaxseed, nuts, and vegetable oils [113]. In contrast to anticonvulsant drugs, ALA has a wide safety margin There is ample literature to suggest that omega-3 polyunsaturated fatty acids, including alpha-linolenic acid, have therapeutic potential for neurologic and psychiatric disorders. Therapeutic efficacy of ALA has been observed in animal models of stroke [114–119] that improves outcome [120], spinal cord injury [121], kainic acid-induced status epilepticus [81], a temporal lobe epilepsy model, after soman-induced status epilepticus [122] that reduces behavioral and cognitive impairment [123, 124] in part via an mammalian target of rapamycin-mediated mechanism [125] and in a mild traumatic brain injury model [126]. ALA is metabolized to oxylipins by exposure to air [84], lipoxygenase, and cyclooxygenase pathways [127]. Polyunsaturated fatty acids also undergo metabolism by the CYP450 pathway [128]. A new report showed that ALA is metabolized to linotrins and these oxylipins exert anti-inflammatory properties in cultured microglia exposed to lipopolysaccharide [113].
Administration of three doses of ALA at 30 min, 3 days and 7 days after injury was originally found to enhance brain plasticity including a two-fold increase in mBDNF in the hippocampus and cortex, two brain regions involved in neuronal plasticity, a significant increase in neurogenesis in the subgranular zone of the dentate gyrus, an increase in expression in key proteins involved in synaptogenesis and glutamate neurotransmission; This same dosing schedule also exerts an anti-depressant effect [129]. The administration of three doses or subchronic treatment of ALA was used to show neuroprotective efficacy in animal models of stroke, mTBI and soman-induced status epilepticus. It’s been known for about 20 years that ALA activates a neuronal TREK (TWIK-related potassium channel)-1 channel. TREK-1 channels are 2-pore domain background potassium channels that are open at membrane potentials and likely contribute to the resting membrane potential [130]. Activation of TREK-1 channels by ALA hyperpolarizes the membrane to advantage the magnesium block and reduce NMDA receptor activation on post-synaptic membranes as well as reduce the excessive release of glutamate from presynaptic sites. Activated TREK-1 channels by ALA are also involved in cerebral vasodilation to increase blood flow and protect against stroke [117].
There are some reports showing that ALA reduces seizures. An early study showed that a mixture of ALA and linoleic acid, an omega-6 PUFA, in a ratio of 1:4 administered over 3 weeks prior to exposure to four different models of seizures reduced the seizure latency 22-fold in up to 84% in the number of rats with seizures and up to a 97% reduction in the duration of seizures [131]. Recently, intra-gastric administration of ALA for 40 days after injection of pentylenetetrazol (PTZ), a convulsant compound, reduced the frequency of epileptic seizures, improved the cognitive and behavior impairment and reduced neuronal apoptosis via downregulating the JAK/STAT-3 pathway [132]. The exact mechanisms of how ALA reduces the various elements of seizures i.e., duration, frequency, latency, are unknown.
We have shown previously that a single dose of ALA (1500 nmol/kg) injected subcutaneously into male Sprague-Dawley rats increased the charge transfer of inhibitory postsynaptic potential currents mediated by GABAA receptors in pyramidal neurons by 52% in the BLA and by 92% in the CA1. Bath application of ALA also increases the facilitation of GABAA receptor-mediated neurotransmission in the BLA and CA1 subfield of the hippocampus in naïve male rats. Interestingly, K252a, the high affinity and selective TrkB inhibitor, completely blocked the ALA-induced increase in GABAergic neurotransmission in the BLA and CA1, suggesting an mBDNF-mediated mechanism. Bath application of mBDNF (20 ng/mL) also enhanced GABAergic inhibitory activity in the BLA and CA1 pyramidal neurons similar to what was observed with ALA [80]. We proposed that low-level activation of NMDA receptors results in the immediate release of mBDNF from either presynaptic neurons [133] or astroglial cells [134] to mediate this effect.
Here, we show that bath application of ALA elicits ASIC1a-dependent GABAA receptor-mediated inhibitory bursts located on glutamatergic and GABAergic inhibitory neurons in rat BLA slices. Because we suggested that the enhanced facilitation of GABAergic neurotransmission was elicited via a TrkB-mediated mechanism, we tested whether mBDNF might be involved in the ASIC1a-dependent GABAergic inhibitory bursts. To this end, mBDNF (20 ng/mL) was bath applied in the presence of the NMDA receptor antagonist, D-AP5. Because the effects of mBDNF on inhibitory GABAergic currents in the BLA did not depend on activation of NMDA receptor-evoked currents, we investigated the effects of mBDNF on ASIC1a-dependent inhibitory bursts. Activation of NMDA receptor-evoked currents elicit inhibitory bursts. However, in the presence of the NMDA receptor antagonist, D-AP5, NMDA receptor-mediated excitatory bursts showed disruption. Mature BDNF (20 ng/mL) was bath applied 6 minutes after the addition of D-AP5 and results showed restoration of bursts generation (Figure 6). The bursts persisted after the washout of mBDNF suggesting an ASIC1a receptor-mediated mechanism and this mechanism was confirmed when the ASIC1a receptor antagonist, ibruprofen (1 mM) was added and inhibitory bursts generation was completely blocked. Washout resulted in the return of bursts. These results show that mBDNF restores inhibitory burst generation in the presence of AP-5, an NMDA receptor antagonist.
To provide confirmatory data that mBDNF enhances GABAergic currents in the BLA via ASIC1aR activation, depolarizing bursts were recorded on BLA interneurons. Burst frequencies in the bath solution recorded at a holding voltage of −70 mV show bursts frequencies about 0.8 Hz; addition of Ibuprofen reduced bursts activity to about 0.5 Hz. Eight minutes later, bursts frequency decreased further to about 0.3 Hz. Addition of mBDNF to the bath on the background of ibuprofen showed no effect. Washout for 10 min showed regular bursts pattern restoration (bursts frequency 0.8 Hz) and bath application of mBDNF increased bursts frequency to about 1.3 Hz. These results show that mBDNF enhances depolarizing burst activity in interneurons in the BLA, thereby enhancing GABAergic inhibitory activation.
The amygdala is critically involved in TLE and shows extensive damage in TLE patients. The amygdala’s reciprocal connections with the hippocampus and other temporal structures likely mediate the spread of the seizure focus. In addition, the amygdala may be the location of the seizure focus as kindling produces seizures in the amygdala faster than the hippocampus and the earliest interictal spikes or epileptiform discharges occur in the amygdala even if kindling was performed in the hippocampus. Moreover, BLA activation is especially implicated in the generation of status epilepticus in animal models of seizures even when the seizures are generated in extra-amygdalar brain regions. Our results show that ALA enhances the facilitation of GABAergic inhibitory activity and initiate GABAergic inhibitory bursts via the facilitation of ASIC1a channels. Because ALA increases GABAergic inhibitory bursts directly on inhibitory neurons and indirectly via activation of ASIC1a channels located on glutamatergic neurons in the BLA and activation of ASIC1a channels produce an overall reduction in neuronal excitability, we suggest that chronic administration of ALA, an omega-3 PUFA with a wide safety margin may reduce seizure activity in the BLA via enhancing GABAergic inhibitory activity and by facilitating the activation of ASIC1a channels. We showed previously that ALA enhances GABAergic inhibitory activity in the CA1 subfield in the hippocampus. Our results may also explain recent results showing that ALA exhibits anti-convulsant properties in generalized seizures [132].
AUTHOR CONTRIBUTIONS
VIP conducted the experiments; TF, AM, and MB contributed to the writing and editing of this manuscript; TF and VP prepared the figures. All authors contributed to the article and approved the submitted version.
AUTHOR DISCLAIMER
The opinions and assertions expressed herein are those of the author(s) and do not reflect the official policy or position of the Uniformed Services University of the Health Sciences or the Department of Defense.
DATA AVAILABILITY
The raw data supporting the conclusions of this article will be made available by the authors, without undue reservation.
ETHICS STATEMENT
The animal study was approved by Institutional Animal Care and Use Committee. The study was conducted in accordance with the local legislation and institutional requirements.
FUNDING
The author(s) declare that financial support was received for the research and/or publication of this article. Supported by the CounterACT Program, National Institutes of Health, Office of the Director and the National Institute of Neurologic Disorders and Stroke (Grant Numbers U01 NS123252-01A1 and R21NS136126-01).
GENERATIVE AI STATEMENT
The authors declare that no Generative AI was used in the creation of this manuscript.
REFERENCES
 1. Hauser, WA, and Beghi, E. First seizure definitions and worldwide incidence and mortality. Epilepsia (2008) 49(Suppl. 1):8–12. doi:10.1111/j.1528-1167.2008.01443.x
 2. Krumholz, A, Wiebe, S, Gronseth, GS, Gloss, DS, Sanchez, AM, Kabir, AA, et al. Evidence-based guideline: management of an unprovoked first seizure in adults: report of the guideline development subcommittee of the American academy of neurology and the American epilepsy society. Epilepsy Curr (2015) 15(3):144–52. doi:10.5698/1535-7597-15.3.144
 3. Cope, DW, Di Giovanni, G, Fyson, SJ, Orbán, G, Errington, AC, Lőrincz, ML, et al. Enhanced tonic GABAA inhibition in typical absence epilepsy. Nat Med (2009) 15(12):1392–8. doi:10.1038/nm.2058
 4. Mangan, KP, Nelson, AB, Petrou, S, Cirelli, C, and Jones, MV. Cortical tonic inhibition gates the expression of spike-and-wave discharges associated with absence epilepsy. J Integr Neurosci (2024)) 23(1):24. doi:10.31083/j.jin2301024
 5. Hájos, N. Interneuron types and their circuits in the basolateral amygdala. Front Neural Circuits (2021)) 15:687257. doi:10.3389/fncir.2021.687257
 6. LeDoux, J. The amygdala. Curr Biol (2007)) 17(20):R868–74. doi:10.1016/j.cub.2007.08.005
 7. LeDoux, J, Cicchetti, P, Xagoraris, A, and Romanski, L. The lateral amygdaloid nucleus: sensory interface of the amygdala in fear conditioning. J Neurosci (1990) 10:1062–9. doi:10.1523/jneurosci.10-04-01062.1990
 8. Campeau, S, and Davis, M. Involvement of subcortical and cortical afferents to the lateral nucleus of the amygdala in fear conditioning measured with fear-potentiated startle in rats trained concurrently with auditory and visual conditioned stimuli. J Neurosci (1995) 15(3 Pt 2):2312–27. doi:10.1523/JNEUROSCI.15-03-02312.1995
 9. Fanselow, MS, and Kim, JJ. Acquisition of contextual Pavlovian fear conditioning is blocked by application of an NMDA receptor antagonist D,L-2-amino-5-phosphonovaleric acid to the basolateral amygdala. Behav Neurosci (1994) 108(1):210–2. doi:10.1037//0735-7044.108.1.210
 10. Gloor, P. Role of the amygdala in temporal lobe epilepsy. In: JP Aggleton, editor. The amygdala: neurobiological aspects of emotion, memory, and mental dysfunction . New York: Wiley-Liss (1992). p. 505–38. 
 11. Pitkänen, A, Tuunanen, J, Kälviäinen, R, Partanen, K, and Salmenperä, T. Amygdala damage in experimental and human temporal lobe epilepsy. Epilepsy Res (1998) 32(1-2):233–53. doi:10.1016/s0920-1211(98)00055-2
 12. Bruxel, EM, do Canto, AM, Bruno, DCF, Geraldis, JC, and Lopes-Cendes, I. Multi-omic strategies applied to the study of pharmacoresistance in mesial temporal lobe epilepsy. Epilepsia Open (2022) 7(Suppl. 1):S94–S120. doi:10.1002/epi4.12536
 13. van Vliet, EA, Aronica, E, and Gorter, JA. Role of blood-brain barrier in temporal lobe epilepsy and pharmacoresistance. Neuroscience (2014) 277:455–73. doi:10.1016/j.neuroscience.2014.07.030
 14. Cendes, F, Andermann, F, Dubeau, F, Gloor, P, Evans, A, Jones-Gotman, M, et al. Early childhood prolonged febrile convulsions, atrophy and sclerosis of mesial structures, and temporal lobe epilepsy: an MRI volumetric study. Neurology (1993) 43(6):1083–7. doi:10.1212/wnl.43.6.1083
 15. Cendes, F, Andermann, F, Gloor, P, Evans, A, Jones-Gotman, M, Watson, C, et al. MRI volumetric measurement of amygdala and hippocampus in temporal lobe epilepsy. Neurology (1993) 43(4):719–25. doi:10.1212/wnl.43.4.719
 16. Saukkonen, A, Kälviäinen, R, Partanen, K, Vainio, P, Riekkinen, P, and Pitkänen, A. Do seizures cause neuronal damage? An MRI study in newly diagnosed and chronic epilepsy. Neuroreport (1994) 6(1):219–23. doi:10.1097/00001756-199412300-00055
 17. Dewar, S, Passaro, E, Fried, I, and Engel, J. Intracranial electrode monitoring for seizure localization: indications, methods and the prevention of complications. J Neurosci Nurs (1996) 28(5):280–92. doi:10.1097/01376517-199610000-00002
 18. Morimoto, K, Fahnestock, M, and Racine, RJ. Kindling and status epilepticus models of epilepsy: rewiring the brain. Prog Neurobiol (2004) 73(1):1–60. doi:10.1016/j.pneurobio.2004.03.009
 19. Goddard, GV. Development of epileptic seizures through brain stimulation at low intensity. Nature (1967) 214(5092):1020–1. doi:10.1038/2141020a0
 20. McIntyre, DC, and Racine, RJ. Kindling mechanisms: current progress on an experimental epilepsy model. Prog Neurobiol (1986) 27(1):1–12. doi:10.1016/0301-0082(86)90010-9
 21. Kairiss, EW, Racine, RJ, and Smith, GK. The development of the interictal spike during kindling in the rat. Brain Res (1984)) 322(1):101–10. doi:10.1016/0006-8993(84)91185-5
 22. Racine, RJ, Paxinos, G, Mosher, JM, and Kairiss, EW. The effects of various lesions and knife-cuts on septal and amygdala kindling in the rat. Brain Res (1988)) 454(1-2):264–74. doi:10.1016/0006-8993(88)90826-8
 23. Stefanacci, L, Farb, CR, Pitkänen, A, Go, G, LeDoux, JE, and Amaral, DG. Projections from the lateral nucleus to the basal nucleus of the amygdala: a light and electron microscopic PHA-L study in the rat. J Comp Neurol (1992) 323(4):586–601. doi:10.1002/cne.903230411
 24. Rogawski, MA, Gryder, D, Castaneda, D, Yonekawa, W, Banks, MK, and Li, He. GluR5 kainate receptors, seizures, and the amygdala. Ann New York Acad Sci (2003) 985(Apr):150–62. doi:10.1111/j.1749-6632.2003.tb07079.x
 25. McDonald, AJ. Cortical pathways to the mammalian amygdala. Prog Neurobiol (1998)) 55(3):257–332. doi:10.1016/s0301-0082(98)00003-3
 26. Pitkänen, A, Pikkarainen, M, Nurminen, N, and Ylinen, A. Reciprocal connections between the amygdala and the hippocampal formation, perirhinal cortex, and postrhinal cortex in rat. A review. Ann New York Acad Sci (2000) 911(Jun):369–91. doi:10.1111/j.1749-6632.2000.tb06738.x
 27. White, LE, and Price, JL. The functional anatomy of limbic status epilepticus in the rat. I. Patterns of 14C-2-deoxyglucose uptake and Fos immunocytochemistry. J Neurosci (1993) 13(11):4787–809. doi:10.1523/JNEUROSCI.13-11-04787.1993
 28. White, LE, and Price, JL. The functional anatomy of limbic status epilepticus in the rat. II. The effects of focal deactivation. J Neurosci (1993) 13(11):4810–30. doi:10.1523/JNEUROSCI.13-11-04810.1993
 29. Mohapel, P, Dufresne, C, Kelly, ME, and McIntyre, DC. Differential sensitivity of various temporal lobe structures in the rat to kindling and status epilepticus induction. Epilepsy Res (1996) 23(3):179–87. doi:10.1016/0920-1211(95)00084-4
 30. McDonald, A. Cell types and intrinsic connections of the amygdala. In: J Aggleton, editor. The amygdala: neurobiological aspects of emotion, memory, and mental dysfunction . New York, NY: Wiley-Liss, Inc (1992). 
 31. Paré, D, and Smith, Y. Intrinsic circuitry of the amygdaloid complex: common principles of organization in rats and cats. Trends Neurosciences (1998)) 21(6):240–1. doi:10.1016/s0166-2236(98)01240-5
 32. Sah, P, Faber, ES, Lopez De Armentia, M, and Power, J. The amygdaloid complex: anatomy and physiology. Physiol Rev (2003) 83(3):803–34. doi:10.1152/physrev.00002.2003
 33. Spampanato, J, Polepalli, J, and Sah, P. Interneurons in the basolateral amygdala. Neuropharmacology (2011) 60(5):765–73. doi:10.1016/j.neuropharm.2010.11.006
 34. Dávila, JC, Olmos, L, Legaz, I, Medina, L, Guirado, S, and Real, MA. Dynamic patterns of colocalization of calbindin, parvalbumin and GABA in subpopulations of mouse basolateral amygdalar cells during development. J Chem Neuroanat (2008) 35(1):67–76. doi:10.1016/j.jchemneu.2007.06.003
 35. Kemppainen, S, and Pitkänen, A. Distribution of parvalbumin, calretinin, and calbindin-D(28k) immunoreactivity in the rat amygdaloid complex and colocalization with gamma-aminobutyric acid. J Comp Neurol (2000) 426(3):441–67. doi:10.1002/1096-9861(20001023)426:3<441::aid-cne8>3.0.co;2-7
 36. Mascagni, F, and McDonald, AJ. Immunohistochemical characterization of cholecystokinin containing neurons in the rat basolateral amygdala. Brain Res (2003) 976(2):171–84. doi:10.1016/s0006-8993(03)02625-8
 37. McDonald, AJ, and Mascagni, F. Colocalization of calcium-binding proteins and GABA in neurons of the rat basolateral amygdala. Neuroscience (2001) 105(3):681–93. doi:10.1016/s0306-4522(01)00214-7
 38. McDonald, AJ, and Mascagni, F. Immunohistochemical characterization of somatostatin containing interneurons in the rat basolateral amygdala. Brain Res (2002) 943(2):237–44. doi:10.1016/s0006-8993(02)02650-1
 39. Capogna, M. GABAergic cell type diversity in the basolateral amygdala. Curr Opin Neurobiol (2014) 26:110–6. doi:10.1016/j.conb.2014.01.006
 40. Muller, JF, Mascagni, F, and McDonald, AJ. Synaptic connections of distinct interneuronal subpopulations in the rat basolateral amygdalar nucleus. J Comp Neurol (2003) 456(3):217–36. doi:10.1002/cne.10435
 41. Muller, JF, Mascagni, F, and McDonald, AJ. Pyramidal cells of the rat basolateral amygdala: synaptology and innervation by parvalbumin-immunoreactive interneurons. J Comp Neurol (2006) 494(4):635–50. doi:10.1002/cne.20832
 42. Prager, EM, Bergstrom, HC, Wynn, GH, and Braga, MF. The basolateral amygdala γ-aminobutyric acidergic system in health and disease. J Neurosci Res (2016) 94(6):548–67. doi:10.1002/jnr.23690
 43. Chittajallu, R, Vignes, M, Dev, KK, Barnes, JM, Collingridge, GL, and Henley, JM. Regulation of glutamate release by presynaptic kainate receptors in the hippocampus. Nature (1996) 379(6560):78–81. doi:10.1038/379078a0
 44. Cunha, RA, Constantino, MD, and Ribeiro, JA. Inhibition of [3H] gamma-aminobutyric acid release by kainate receptor activation in rat hippocampal synaptosomes. Eur J Pharmacol (1997) 323(2-3):167–72. doi:10.1016/s0014-2999(97)00043-5
 45. Jiang, L, Xu, J, Nedergaard, M, and Kang, J. A kainate receptor increases the efficacy of GABAergic synapses. Neuron (2001) 30(2):503–13. doi:10.1016/s0896-6273(01)00298-7
 46. Huettner, JE. Kainate receptors and synaptic transmission. Prog Neurobiol (2003) 70(5):387–407. doi:10.1016/s0301-0082(03)00122-9
 47. Lerma, J. Roles and rules of kainate receptors in synaptic transmission. Nat Rev Neurosci (2003) 4(6):481–95. doi:10.1038/nrn1118
 48. Smolders, I, Bortolotto, ZA, Clarke, VR, Warre, R, Khan, GM, O'Neill, MJ, et al. Antagonists of GLU(K5)-containing kainate receptors prevent pilocarpine-induced limbic seizures. Nat Neurosci (2002) 5(8):796–804. doi:10.1038/nn880
 49. Kaminski, RM, Banerjee, M, and Rogawski, MA. Topiramate selectively protects against seizures induced by ATPA, a GluR5 kainate receptor agonist. Neuropharmacology (2004) 46(8):1097–104. doi:10.1016/j.neuropharm.2004.02.010
 50. Gaidin, SG, and Kosenkov, AM. mRNA editing of kainate receptor subunits: what do we know so far?Rev Neurosciences (2022) 33(6):641–55. doi:10.1515/revneuro-2021-0144
 51. Herb, A, Burnashev, N, Werner, P, Sakmann, B, Wisden, W, and Seeburg, PH. The KA-2 subunit of excitatory amino acid receptors shows widespread expression in brain and forms ion channels with distantly related subunits. Neuron (1992) 8(4):775–85. doi:10.1016/0896-6273(92)90098-x
 52. Schiffer, HH, Swanson, GT, and Heinemann, SF. Rat GluR7 and a carboxy-terminal splice variant, GluR7b, are functional kainate receptor subunits with a low sensitivity to glutamate. Neuron (1997) 19(5):1141–6. doi:10.1016/s0896-6273(00)80404-3
 53. Kumar, J, Schuck, P, and Mayer, ML. Structure and assembly mechanism for heteromeric kainate receptors. Neuron (2011) 71(2):319–31. doi:10.1016/j.neuron.2011.05.038
 54. Bettler, B, Boulter, J, Hermans-Borgmeyer, I, O'Shea-Greenfield, A, Deneris, ES, Moll, C, et al. Cloning of a novel glutamate receptor subunit, GluR5: expression in the nervous system during development. Neuron (1990) 5(5):583–95. doi:10.1016/0896-6273(90)90213-y
 55. Sommer, B, Köhler, M, Sprengel, R, and Seeburg, PH. RNA editing in brain controls a determinant of ion flow in glutamate-gated channels. Cell (1991) 67(1):11–9. doi:10.1016/0092-8674(91)90568-j
 56. Li, H, Chen, A, Xing, G, Wei, ML, and Rogawski, MA. Kainate receptor-mediated heterosynaptic facilitation in the amygdala. Nat Neurosci (2001) 4(6):612–20. doi:10.1038/88432
 57. Braga, MF, Aroniadou-Anderjaska, V, Xie, J, and Li, H. Bidirectional modulation of GABA release by presynaptic glutamate receptor 5 kainate receptors in the basolateral amygdala. J Neurosci (2003) 23(2):442–52. doi:10.1523/JNEUROSCI.23-02-00442.2003
 58. Braga, MF, Aroniadou-Anderjaska, V, and Li, H. The physiological role of kainate receptors in the amygdala. Mol Neurobiol (2004) 30(2):127–42. doi:10.1385/MN:30:2:127
 59. Li, H, and Rogawski, MA. GluR5 kainate receptor mediated synaptic transmission in rat basolateral amygdala in vitro. Neuropharmacology (1998) 37(10-11):1279–86. doi:10.1016/s0028-3908(98)00109-9
 60. Gryder, DS, and Rogawski, MA. Selective antagonism of GluR5 kainate-receptor-mediated synaptic currents by topiramate in rat basolateral amygdala neurons. J Neurosci (2003) 23(18):7069–74. doi:10.1523/JNEUROSCI.23-18-07069.2003
 61. Aroniadou-Anderjaska, V, Qashu, F, and Braga, MF. Mechanisms regulating GABAergic inhibitory transmission in the basolateral amygdala: implications for epilepsy and anxiety disorders. Amino Acids (2007) 32(3):305–15. doi:10.1007/s00726-006-0415-x
 62. Palma, E, Esposito, V, Mileo, AM, Di Gennaro, G, Quarato, P, Giangaspero, F, et al. Expression of human epileptic temporal lobe neurotransmitter receptors in Xenopus oocytes: an innovative approach to study epilepsy. Proc Natl Acad Sci U S A. (2002)) 99(23):15078–83. doi:10.1073/pnas.232574499
 63. Ullal, G, Fahnestock, M, and Racine, R. Time-dependent effect of kainate-induced seizures on glutamate receptor GluR5, GluR6, and GluR7 mRNA and Protein Expression in rat hippocampus. Epilepsia (2005)) 46(5):616–23. doi:10.1111/j.1528-1167.2005.49604.x
 64. Thomson, AM. Neurotransmission: chemical and electrical interneuron coupling. Curr Biol (2000)) 10(3):R110–2. doi:10.1016/s0960-9822(00)00305-5
 65. Muller, JF, Mascagni, F, and McDonald, AJ. Coupled networks of parvalbumin-immunoreactive interneurons in the rat basolateral amygdala. J Neurosci (2005)) 25(32):7366–76. doi:10.1523/JNEUROSCI.0899-05.2005
 66. Woodruff, AR, and Sah, P. Networks of parvalbumin-positive interneurons in the basolateral amygdala. J Neurosci (2007)) 27(3):553–63. doi:10.1523/JNEUROSCI.3686-06.2007
 67. Woodruff, AR, and Sah, P. Inhibition and synchronization of basal amygdala principal neuron spiking by parvalbumin-positive interneurons. J Neurophysiol (2007) 98(5):2956–61. doi:10.1152/jn.00739.2007
 68. Bartos, M, Vida, I, and Jonas, P. Synaptic mechanisms of synchronized gamma oscillations in inhibitory interneuron networks. Nat Rev Neurosci (2007) 8(1):45–56. doi:10.1038/nrn2044
 69. Sohal, VS, Zhang, F, Yizhar, O, and Deisseroth, K. Parvalbumin neurons and gamma rhythms enhance cortical circuit performance. Nature (2009)) 459(7247):698–702. doi:10.1038/nature07991
 70. Stark, E, Eichler, R, Roux, L, Fujisawa, S, Rotstein, HG, and Buzsáki, G. Inhibition-induced theta resonance in cortical circuits. Neuron (2013)) 80(5):1263–76. doi:10.1016/j.neuron.2013.09.033
 71. Allen, K, and Monyer, H. Interneuron control of hippocampal oscillations. Curr Opin Neurobiol (2015) 31(Apr):81–7. doi:10.1016/j.conb.2014.08.016
 72. Stujenske, JM, Likhtik, E, Topiwala, MA, and Gordon, JA. Fear and safety engage competing patterns of theta-gamma coupling in the basolateral amygdala. Neuron (2014)) 83(4):919–33. doi:10.1016/j.neuron.2014.07.026
 73. Karalis, N, Dejean, C, Chaudun, F, Khoder, S, Rozeske, RR, Wurtz, H, et al. 4-Hz oscillations synchronize prefrontal-amygdala circuits during fear behavior. Nat Neurosci (2016) 19(4):605–12. doi:10.1038/nn.4251
 74. Aroniadou-Anderjaska, V, Pidoplichko, VI, Figueiredo, TH, and Braga, MFM. Oscillatory synchronous inhibition in the basolateral amygdala and its primary dependence on nr2a-containing NMDA receptors. Neuroscience (2018)) 373:145–58. doi:10.1016/j.neuroscience.2018.01.021
 75. Krishtal, OA, and Pidoplichko, VI. A receptor for protons in the nerve cell membrane. Neuroscience (1980) 5(12):2325–7. doi:10.1016/0306-4522(80)90149-9
 76. Waldmann, R, Champigny, G, Bassilana, F, Heurteaux, C, and Lazdunski, M. A proton-gated cation channel involved in acid-sensing. Nature (1997) 386(6621):173–7. doi:10.1038/386173a0
 77. Waldmann, R, and Lazdunski, M. H(+)-gated cation channels: neuronal acid sensors in the NaC/DEG family of ion channels. Curr Opin Neurobiol (1998) 8(3):418–24. doi:10.1016/s0959-4388(98)80070-6
 78. Biagini, G, Babinski, K, Avoli, M, Marcinkiewicz, M, and Séguéla, P. Regional and subunit-specific downregulation of acid-sensing ion channels in the pilocarpine model of epilepsy. Neurobiol Dis (2001) 8(1):45–58. doi:10.1006/nbdi.2000.0331
 79. Pidoplichko, VI, Aroniadou-Anderjaska, V, Prager, EM, Figueiredo, TH, Almeida-Suhett, CP, Miller, SL, et al. ASIC1a activation enhances inhibition in the basolateral amygdala and reduces anxiety. J Neurosci (2014)) 34(9):3130–41. doi:10.1523/JNEUROSCI.4009-13.2014
 80. Pidoplichko, VI, Figueiredo, TH, Braga, MF, Pan, H, and Marini, AM. Alpha-linolenic acid enhances the facilitation of GABAergic neurotransmission in the BLA and CA1. Exp Biol Med (Maywood) (2023) 248(7):596–604. doi:10.1177/15353702231165010
 81. Lauritzen, I, Blondeau, N, Heurteaux, C, Widmann, C, Romey, G, and Lazdunski, M. Polyunsaturated fatty acids are potent neuroprotectors. EMBO J (2000)) 19(8):1784–93. doi:10.1093/emboj/19.8.1784
 82. Figueiredo, T, Harbert, CL, Pidoplichko, V, Almeida-Suhett, CP, Rossetti, K, Braga, MFM, et al. The recovery of GABAergic function in the Hippocampus CA1 region after mTBI. Mol Neurobiol (2020) 57(1):23–31. doi:10.1007/s12035-019-01753-z
 83. Pidoplichko, VI, and Dani, JA. Acid-sensitive ionic channels in midbrain dopamine neurons are sensitive to ammonium, which may contribute to hyperammonemia damage. Proc Natl Acad Sci U S A. (2006)) 103(30):11376–80. doi:10.1073/pnas.0600768103
 84. Yan, S, Liang, Y, Zhang, J, Chen, Z, and Liu, CM. Autoxidated linolenic acid inhibits aflatoxin biosynthesis in Aspergillus flavus via oxylipin species. Fungal Genet Biol (2015) 81(Aug):229–37. doi:10.1016/j.fgb.2014.11.005
 85. Fisher, RS, Acevedo, C, Arzimanoglou, A, Bogacz, A, Cross, JH, Elger, CE, et al. ILAE official report: a practical clinical definition of epilepsy. Epilepsia (2014) 55(4):475–82. doi:10.1111/epi.12550
 86. Fisher, RS, Boas, Wv E, Blume, W, Elger, C, Genton, P, Lee, P, et al. Epileptic seizures and epilepsy: definitions proposed by the international league against epilepsy (ILAE) and the international bureau for epilepsy (IBE). Epilepsia (2005) 46(4):470–2. doi:10.1111/j.0013-9580.2005.66104.x
 87. Seneviratne, U, Cook, M, and D’Souza, W. The prognosis of idiopathic generalized epilepsy. Epilepsia (2012) 53(12):2079–90. doi:10.1111/j.1528-1167.2012.03723.x
 88. Kanner, AM, and Bicchi, MM. Antiseizure medications for adults with epilepsy: a review. JAMA (2022)) 327(13):1269–81. doi:10.1001/jama.2022.3880
 89. Avoli, M, and Olivier, A. Electrophysiological properties and synaptic responses in the deep layers of the human epileptogenic neocortex in vitro. J Neurophysiol (1989) 61(3):589–606. doi:10.1152/jn.1989.61.3.589
 90. Masukawa, LM, Higashima, M, Kim, JH, and Spencer, DD. Epileptiform discharges evoked in hippocampal brain slices from epileptic patients. Brain Res (1989)) 493(1):168–74. doi:10.1016/0006-8993(89)91012-3
 91. Isokawa, M, and Fried, I. Extracellular slow negative transient in the dentate gyrus of human epileptic hippocampus in vitro. Neuroscience (1996) 72(1):31–7. doi:10.1016/0306-4522(95)00544-7
 92. Williamson, A, Patrylo, PR, and Spencer, DD. Decrease in inhibition in dentate granule cells from patients with medial temporal lobe epilepsy. Ann Neurol (1999) 45(1):92–9. doi:10.1002/1531-8249(199901)45:1<92::aid-art15>3.0.co;2-n
 93. Avoli, M, Louvel, J, Drapeau, C, Pumain, R, and Kurcewicz, I. GABAA-mediated inhibition and in vitro epileptogenesis in the human neocortex. J Neurophysiol (1995)) 73(2):468–84. doi:10.1152/jn.1995.73.2.468
 94. Williams, S, Vachon, P, and Lacaille, JC. Monosynaptic GABA-mediated inhibitory postsynaptic potentials in CA1 pyramidal cells of hyperexcitable hippocampal slices from kainic acid-treated rats. Neuroscience (1993) 52(3):541–54. doi:10.1016/0306-4522(93)90404-4
 95. Nagao, T, Avoli, M, and Gloor, P. Interictal discharges in the hippocampus of rats with long-term pilocarpine seizures. Neurosci Lett (1994)) 174(2):160–4. doi:10.1016/0304-3940(94)90011-6
 96. Huberfeld, G, Blauwblomme, T, and Miles, R. Hippocampus and epilepsy: findings from human tissues. Revue Neurologique (2015) 171(3):236–51. doi:10.1016/j.neurol.2015.01.563
 97. Fabo, D, Magloczky, Z, Wittner, L, Pek, A, Eross, L, Czirjak, S, et al. Properties of in vivo interictal spike generation in the human subiculum. Brain (2008) 131(Pt 2):485–99. doi:10.1093/brain/awm297
 98. Joksimovic, SM, Eggan, P, Izumi, Y, Joksimovic, SL, Tesic, V, Dietz, RM, et al. The role of T-type calcium channels in the subiculum: to burst or not to burst?The J Physiol (2017)) 595(19):6327–48. doi:10.1113/JP274565
 99. Ribak, CE, Bradurne, R, and Harris, AB. A preferential loss of GABAergic, symmetric synapses in epileptic foci: a quantitative ultrastructural analysis of monkey neocortex. J Neurosci (1982) 2:1725–35. doi:10.1523/JNEUROSCI.02-12-01725.1982
 100. de Lanerolle, NC, Kim, JH, Robbins, RJ, and Spencer, DD. Hippocampal interneuron loss and plasticity in human temporal lobe epilepsy. Brain Res (1989) 495:387–95. doi:10.1016/0006-8993(89)90234-5
 101. Toth, K, Eross, L, Vajda, J, Halasz, P, Freund, TF, and Magloczky, Z. Loss and reorganization of calretinin-containing interneurons in the epileptic human hippocampus. Brain (2010) 133(9):2763–77. doi:10.1093/brain/awq149
 102. Kobayashi, M, and Buckmaster, PS. Reduced inhibition of dentate granule cells in a model of temporal lobe epilepsy. J Neurosci (2003) 23:2440–52. doi:10.1523/JNEUROSCI.23-06-02440.2003
 103. Ratté, S, and Lacaille, JC. Selective degeneration and synaptic reorganization of hippocampal interneurons in a chronic model of temporal lobe epilepsy. Adv Neurol (2006) 97:69–76.
 104. Liu, YQ, Yu, F, Liu, WH, He, XH, and Peng, BW. Dysfunction of hippocampal interneurons in epilepsy. Neurosci Bull (2014) 30(6):985–98. doi:10.1007/s12264-014-1478-4
 105. Papp, P, Kovács, Z, Szocsics, P, Juhász, G, and Maglóczky, Z. Alterations in hippocampal and cortical densities of functionally different interneurons in rat models of absence epilepsy. Epilepsy Res (2018) 145(Sep):40–50. doi:10.1016/j.eplepsyres.2018.05.013
 106. Giacomoni, J, Bruzelius, A, Stamouli, CA, and Rylander Ottosson, D. Direct conversion of human stem cell-derived glial progenitor cells into GABAergic interneurons. Cells (2020)) 9(11):2451. doi:10.3390/cells9112451
 107. Payne, JA, Rivera, C, Voipio, J, and Kaila, K. Cation-chloride co-transporters in neuronal communication, development and trauma. Trends Neurosciences (2003) 26(4):199–206. doi:10.1016/S0166-2236(03)00068-7
 108. Dzhala, VI, Talos, DM, Sdrulla, DA, Brumback, AC, Mathews, GC, Benke, TA, et al. NKCC1 transporter facilitates seizures in the developing brain. Nat Med (2005) 11(11):1205–13. doi:10.1038/nm1301
 109. Vezzani, A, French, J, Bartfai, T, and Baram, TZ. The role of inflammation in epilepsy. Nat Rev Neurol (2011) 7(1):31–40. doi:10.1038/nrneurol.2010.178
 110. Rana, A, and Musto, AE. The role of inflammation in the development of epilepsy. J Neuroinflammation (2018)) 15(1):144. doi:10.1186/s12974-018-1192-7
 111. Kurki, SN, Srinivasan, R, Laine, J, Virtanen, MA, Ala-Kurikka, T, Voipio, J, et al. Acute neuroinflammation leads to disruption of neuronal chloride regulation and consequent hyperexcitability in the dentate gyrus. Cell Rep (2023)) 42(11):113379. doi:10.1016/j.celrep.2023.113379
 112. Fritsch, B, Qashu, F, Figueiredo, TH, Aroniadou-Anderjaska, V, Rogawski, MA, and Braga, MF. Pathological alterations in GABAergic interneurons and reduced tonic inhibition in the basolateral amygdala during epileptogenesis. Neuroscience (2009)) 163(1):415–29. doi:10.1016/j.neuroscience.2009.06.034
 113. Balas, L, Dey, SK, Béraud-Dufour, S, Riechers, DE, Landau, OA, Bertrand-Michel, J, et al. Linotrins: omega-3 oxylipins featuring an E,Z,E conjugated triene motif are present in the plant kingdom and alleviate inflammation in LPS-challenged microglial cells. Eur J Med Chem (2022)) 231:114157. doi:10.1016/j.ejmech.2022.114157
 114. Blondeau, N, Widmann, C, Lazdunski, M, and Heurteaux, C. Activation of the nuclear factor-κb is a key event in brain tolerance. J Neurosci (2001)) 21(13):4668–77. doi:10.1523/JNEUROSCI.21-13-04668.2001
 115. Blondeau, N, Widmann, C, Lazdunski, M, and Heurteaux, C. Polyunsaturated fatty acids induce ischemic and epileptic tolerance. Neuroscience (2002) 109(2):231–41. doi:10.1016/s0306-4522(01)00473-0
 116. Heurteaux, C, Laigle, C, Blondeau, N, Jarretou, G, and Lazdunski, M. Alpha-linolenic acid and riluzole treatment confer cerebral protection and improve survival after focal brain ischemia. Neuroscience (2006) 137(1):241–51. doi:10.1016/j.neuroscience.2005.08.083
 117. Blondeau, N, Pétrault, O, Manta, S, Giordanengo, V, Gounon, P, Bordet, R, et al. Polyunsaturated fatty acids are cerebral vasodilators via the TREK-1 potassium channel. Circ Res (2007)) 101(2):176–84. doi:10.1161/CIRCRESAHA.107.154443
 118. Nguemeni, C, Delplanque, B, Rovère, C, Simon-Rousseau, N, Gandin, C, Agnani, G, et al. Dietary supplementation of alpha-linolenic acid in an enriched rapeseed oil diet protects from stroke. Pharmacol Res (2010) 61(3):226–33. doi:10.1016/j.phrs.2009.12.007
 119. Blondeau, N. The nutraceutical potential of omega-3 alpha-linolenic acid in reducing the consequences of stroke. Biochimie (2016) 120:49–55. doi:10.1016/j.biochi.2015.06.005
 120. Bourourou, M, Heurteaux, C, and Blondeau, N. Alpha-linolenic acid given as enteral or parenteral nutritional intervention against sensorimotor and cognitive deficits in a mouse model of ischemic stroke. Neuropharmacology (2016) 108:60–72. doi:10.1016/j.neuropharm.2016.04.040
 121. Lang-Lazdunski, L, Blondeau, N, Jarretou, G, Lazdunski, M, and Heurteaux, C. Linolenic acid prevents neuronal cell death and paraplegia after transient spinal cord ischemia in rats. J Vasc Surg (2003) 38(3):564–75. doi:10.1016/s0741-5214(03)00473-7
 122. Pan, H, Hu, XZ, Jacobowitz, DM, Chen, C, McDonough, J, Van Shura, K, et al. Alpha-linolenic acid is a potent neuroprotective agent against soman-induced neuropathology. Neurotoxicology (2012) 33(5):1219–29. doi:10.1016/j.neuro.2012.07.001
 123. Pan, H, Piermartiri, TC, Chen, J, McDonough, J, Oppel, C, Driwech, W, et al. Repeated systemic administration of the nutraceutical alpha-linolenic acid exerts neuroprotective efficacy, an antidepressant effect and improves cognitive performance when given after soman exposure. Neurotoxicology (2015) 51:38–50. doi:10.1016/j.neuro.2015.09.006
 124. Piermartiri, T, Pan, H, Figueiredo, TH, and Marini, AM. α-Linolenic acid, A nutraceutical with pleiotropic properties that targets endogenous neuroprotective pathways to protect against organophosphate nerve agent-induced neuropathology. Molecules (2015)) 20(11):20355–80. doi:10.3390/molecules201119698
 125. Piermartiri, TC, Pan, H, Chen, J, McDonough, J, Grunberg, N, Apland, JP, et al. Alpha-linolenic acid-induced increase in neurogenesis is a key factor in the improvement in the passive avoidance task after soman exposure. NeuroMolecular Med (2015) 17(3):251–69. doi:10.1007/s12017-015-8353-y
 126. Figueiredo, TH, Harbert, CL, Pidoplichko, V, Almeida-Suhett, CP, Pan, H, Rossetti, K, et al. Alpha-linolenic acid treatment reduces the contusion and prevents the development of anxiety-like behavior induced by a mild traumatic brain injury in rats. Mol Neurobiol (2018) 55(1):187–200. doi:10.1007/s12035-017-0732-y
 127. Liu, M, Chen, P, Véricel, E, Lelli, M, Béguin, L, Lagarde, M, et al. Characterization and biological effects of di-hydroxylated compounds deriving from the lipoxygenation of ALA. J Lipid Res (2013) 54(8):2083–94. doi:10.1194/jlr.M035139
 128. Capdevila, JH, Falck, JR, and Harris, RC. Cytochrome P450 and arachidonic acid bioactivation. Molecular and functional properties of the arachidonate monooxygenase. J Lipid Res (2000) 41(2):163–81. doi:10.1016/s0022-2275(20)32049-6
 129. Blondeau, N, Nguemeni, C, Debruyne, DN, Piens, M, Wu, X, Pan, H, et al. Subchronic alpha-linolenic acid treatment enhances brain plasticity and exerts an antidepressant effect: a versatile potential therapy for stroke. Neuropsychopharmacology (2009) 34(12):2548–59. doi:10.1038/npp.2009.84
 130. Heurteaux, C, Guy, N, Laigle, C, Blondeau, N, Duprat, F, Mazzuca, M, et al. TREK-1, a K+ channel involved in neuroprotection and general anesthesia. EMBO J (2004)) 23(13):2684–95. doi:10.1038/sj.emboj.7600234
 131. Yehuda, S, Carasso, RL, and Mostofsky, DI. Essential fatty acid preparation (SR-3) raises the seizure threshold in rats. Eur J Pharmacol (1994)) 254(1-2):193–8. doi:10.1016/0014-2999(94)90387-5
 132. Zeng, X, Luo, F, Cheng, YH, Gao, J, and Hong, D. α-Linolenic acid ameliorates pentylenetetrazol-induced neuron apoptosis and neurological impairment in mice with seizures via down-regulating JAK2/STAT3 pathway. Br J Nutr (2024)) 132(1):1–12. doi:10.1017/S0007114524000989
 133. Xu, B, Gottschalk, W, Chow, A, Wilson, RI, Schnell, E, Zang, K, et al. The role of brain-derived neurotrophic factor receptors in the mature hippocampus: modulation of long-term potentiation through a presynaptic mechanism involving TrkB. J Neurosci (2000)) 20(18):6888–97. doi:10.1523/JNEUROSCI.20-18-06888.2000
 134. Lalo, U, Bogdanov, A, Moss, GW, and Pankratov, Y. Astroglia-derived BDNF and MSK-1 mediate experience- and diet-dependent synaptic plasticity. Brain Sci (2020) 10(7):462. doi:10.3390/brainsci10070462
Conflict of interest: The author(s) declared no potential conflicts of interest with respect to the research, authorship, and/or publication of this article.
Copyright © 2025 Pidoplichko, Figueiredo, Braga and Marini. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.
		ORIGINAL RESEARCH
published: 16 May 2025
doi: 10.3389/ebm.2025.10553


[image: image2]
In vivo silencing of the thalamic CaV3.1 voltage-gated calcium channels demonstrates their region-specific role in anesthetic mediated hypnosis
Tamara Timic Stamenic1, Simon Feseha1, Brier Fine-Raquet1, Vasilije P. Tadic1 and Slobodan M. Todorovic1,2,3*
1Department of Anesthesiology, University of Colorado, Aurora, CO, United States
2Department of Neuroscience, University of Colorado, Aurora, CO, United States
3Department of Pharmacology Graduate Programs, University of Colorado, Aurora, CO, United States
* Correspondence: Slobodan M. Todorovic, slobodan.todorovic@ucdenver.edu
Received: 26 February 2025
Accepted: 29 April 2025
Published: 16 May 2025
Citation: Timic Stamenic T, Feseha S, Fine-Raquet B, Tadic VP and Todorovic SM (2025) In vivo silencing of the thalamic CaV3.1 voltage-gated calcium channels demonstrates their region-specific role in anesthetic mediated hypnosis. Exp. Biol. Med. 250:10553. doi: 10.3389/ebm.2025.10553

Abstract
Although substantial progress has been made in the last three decades towards our understanding of how general anesthetics (GAs) act at the molecular level, much less is known about how GAs cause loss of consciousness at the level of neuronal networks. The role of thalamus as an important brain region in anesthetic-induced hypnosis is relatively well established, but the specific roles of voltage-gated ion channels in different functional regions of the thalamus in anesthetic mechanisms are not well studied. To address this gap in knowledge, we selectively silenced the Cacna1g gene that encodes the low-threshold-activated CaV3.1 T-type voltage-gated calcium channel subunit by injecting short-hairpin RNA (shRNA) into midline and intralaminar - nonspecific thalamus (MIT) and sensory - specific ventrobasal (VB) thalamic nuclei in wild-type (WT) mice. Control animals were injected with scrambled shRNA. To validate our silencing approach, we performed patch-clamp experiments in acute thalamic slices ex vivo. In injected animals we determined anesthetic endpoints such as hypnosis measured with loss of righting reflex (LORR) and immobilization measured with loss of withdrawal reflex (LOWR) in vivo after administration of a traditional volatile GA isoflurane. Effective CaV3.1 channel knock-down was documented by greatly diminished amplitudes of T-currents and absence of rebound burst firing in our patch-clamp recordings from thalamic slices. We found that knocking down CaV3.1 channels in MIT significantly decreased inhaled isoflurane concentration that is required to induce LORR, but it did not affect speed of anesthetic induction and the immobilizing effect of isoflurane. In contrast, knocking down the CaV3.1 channel in the VB thalamus did not affect any of the measured anesthetic endpoints. Hence, we concluded that CaV3.1 channels in nonspecific MIT thalamus have a preferential role in anesthetic hypnosis when compared to the sensory VB thalamus.
Keywords: calcium ion channels, thalamus, anesthesia, isoflurane, hypnosis
IMPACT STATEMENT
General anesthetics (GAs) have been clinically used for nearly two centuries, but the mechanisms whereby different classes of these agents achieve different clinical effects are still not well understood. We found that knocking down CaV3.1 channels in MIT significantly decreased inhaled isoflurane concentration that is required to induce LORR, but it did not affect speed of anesthetic induction and immobilizing effect of isoflurane. In contrast, knocking down CaV3.1 channel in the VB thalamus did not affect any of the measured anesthetic endpoints.
INTRODUCTION
General anesthetics (GAs) have been clinically used for nearly two centuries, but the mechanisms whereby different classes of these agents achieve different clinical effects are still not well understood. A complete anesthetic state involves loss of consciousness (hypnosis) and movement (immobilization), as well as loss of both pain sensation (analgesia) and recollection of the event (amnesia). Research advances in the last three decades strongly suggest that GAs act through specific sites on the neuronal membrane and that different ion channels that control neuronal excitability may mediate their clinical effects [1, 2]. It is well known that most GAs currently in use have either N-methyl-D-aspartate (NMDA) receptor-blocking or/and γ-aminobutyric acid A (GABAA) receptor-mimetic properties that can account for anesthetic hypnosis [1]. However, a family of neuronal voltage-gated calcium channels (VGCCs) was also implicated in the mechanisms of anesthesia because VGCC inhibition may be important in anesthetic action by decreasing neuronal excitability and presynaptic excitatory transmission [3].
Thalamus is one of the brain regions implicated in regulation of arousal, natural sleep-wake cycle and a very relevant site of anesthetic actions. The thalamus has traditionally been divided into three anatomical and functional groups: the principal (relay, sensory or motor) nuclei, the association nuclei, and the midline and intralaminar nuclei (MIT) [4, 5]. Since the sensory nuclei receive sensory information through ascending pathways and transmit it to distinct regions of the cortex, they are known as a specific part of thalamus [4, 5]. On the other hand, MIT are historically known as a nonspecific thalamus because of diffuse projections to different cortical and subcortical areas [4, 5]. Various thalamic nuclei are important in awareness, cognitive functions, and as targets for many GAs [1, 6, 7]. Importantly, most thalamic nuclei express different isoforms of T-type VGCCs that activate with small membrane depolarizations. The T-channels are crucial for the rhythmic oscillations between mutually interconnected cortical, inhibitory GABAergic neurons in the nucleus reticularis thalami (nRT) and glutamatergic relay neurons in the sensory thalamic nuclei (VB) and MIT. Our previous studies established that nRT neurons are enriched in CaV3.2 and CaV3.3 isoforms of T-channels that underlie their low-threshold-calcium spikes (LTSs) and burst firing [8]. In contrast to nRT, neurons of the VB and MIT express almost exclusively the CaV3.1 isoform of T-channels [9–11]. In addition, we reported that CaV2.3 R-type of VGCCs is also expressed in central medial nucleus of the thalamus (CMT, part of intralaminar thalamus) and in concert with the CaV3.1 T-type channels regulate neuronal excitability [11, 12].
Recent findings have suggested that the intralaminar parts of thalamus (CMT) may act as a key hub through which GA-induced hypnosis and natural sleep are initiated [6]. Additionally, the CMT has been identified as the neuroanatomical site mediating the arousal response by manipulating activity of voltage-gated potassium channels [13–15]. Moreover, studies demonstrated that the paraventricular thalamus (PVT, part of the midline thalamus), is a key wakefulness-controlling nucleus in the thalamus [16, 17]. However, despite the proposed roles of the CMT and PVT in regulation of the state of arousal, the ability of GAs to regulate activity of VGCCs and specifically CaV3.1 channels in MIT in the context of anesthetic endpoints is not well established.
We previously reported that T-currents in the CMT, nRT and VB are inhibited by clinically relevant concentrations of volatile GAs [11, 18, 19]. This strongly suggests that thalamic T-currents participate in anesthetic action, however, new genetic tools are needed for proof-of-concept studies for the role of T-channels in the clinical effects of GAs. Further, potential region-specific differences of T-channel inhibition within the thalamus are not known. To address this gap in knowledge, here we selectively silenced the Cacna1g gene that encodes the CaV3.1 T-channel subunit by injecting short-hairpin RNA (shRNA) [20] into MIT and VB thalamic nuclei in wild-type (WT) mice. We then determined anesthetic endpoints such as hypnosis and immobilization after administration of a traditional volatile GA isoflurane.
MATERIALS AND METHODS
To investigate the potential role of thalamic T-channels in anesthesia, we used a methodology which silences the Cacna1g gene that encodes the CaV3.1 channel pore-forming subunit by injecting short-hairpin RNA (shRNA); this is the same procedure employed by others [21] and in our recent study [20]. In short, high-titer AAV2 vectors expressing CaV3.1shRNA (AAV2-GFP-U6-mCACNA1G-shRNA) or control (scrambled shRNA) were obtained from Vector BioLabs, prepared and delivered either into the MIT targeting the intralaminar (CMT) and midline parts of thalamus (PVT) (in mm from bregma, AP: −1.35, ML: 0, DV: 3.95) or targeting both the right and left VB thalamus (AP: −1.75, ML: ±1.60, DV: 4.00) of WT male mice by stereotaxic injections using a 5-μL Hamilton syringe at a rate of 0.1 μL/min. Figure 1 shows a schematic of these areas. The induction of anesthesia in mice was performed in an anesthesia chamber with 3% isoflurane, after which they were placed on a stereotaxic frame and kept anesthetized via nose cone that continuously delivered 2-3% isoflurane throughout the whole procedure. Mice were monitored for the changes in the respiratory rate and the concentration of isoflurane was adjusted accordingly. The frame was equipped with automated drilling, followed by ultraprecise injection (Robot Stereotaxic, Neurostar). After surgery mice were treated with the analgesic Banamine 2 days and allowed to recover if no major neurological deficits were noticed. The effects of Cacna1g shRNA or control (scrambled shRNA) were studied at least 2 weeks following injections to allow adequate time for virus spread in the targeted areas.
[image: Diagram A shows two illustrations of brain sections with labeled injection sites: MIT on the left and VB on the right. Diagram B presents fluorescent images; the left panel highlights regions PVT, CMT, and MIT, with an inset showing cell detail at 0.2 mm scale. The right panel displays the VB region.]FIGURE 1 | Generation of selective thalamic CaV3.1 T-channels knock-down mice. (A) Diagram of stereotaxic injections; control (scrambled shRNA) or Cacna1g shRNA injection in the non-specific thalamus (midline and intralaminar thalamus - MIT) or specific – sensory thalamus (ventrobasal thalamus - VB). (B) Stereotaxic injections confirmation by immunohistochemistry.
Immunohistochemistry (IHC)
Following completion of behavioral experiments, brains of all mice injected with Cacna1g shRNA or scrambled shRNA were processed for localization verification. Mice were deeply anesthetized with 5% isoflurane and transcardially perfused with phosphate buffered saline (PBS pH 7.4, Life Technologies), followed by 4% paraformaldehyde in 0.1 M phosphate buffer, pH 7.4 (PFA). Whole brains were extracted and post-fixed in PFA for 24 h. Brains were rinsed in PBS, embedded in 3% agarose and brain sections (50 μm) were prepared on a microtome (Leica VT1200). Slices were rinsed three times in PBS, mounted on slides and an antigen retrieval process was performed by exposing slides to a boiling citric buffer solution (0.1 M, pH 6.0). Sections were permeabilized in 1% glycine in PBST for 15 min and rinsed in PBS for 5 min. Sections were then blocked with 5% normal donkey serum in PBST (0.1% Triton X-100 in PBS) for 30 min, and incubated with primary antibody (rabbit anti-GFP; 1:1000; A11122; Invitrogen) diluted in 1% normal donkey serum in PBST overnight at 4°C. Slices were rinsed 3 × 5 min in PBST followed by a 5-min rinse in PBS and then incubated for 2 h with secondary anti-rabbit antibody (anti-rabbit Alexa 488: 1:500, Invitrogen) at room temperature and washed 3 × 5 min in PBS. Sections were coverslipped using a fluorescent mounting medium containing DAPI (Vector laboratories) and images were taken using a confocal laser scanning microscope (Olympus FluoView FV1200) at ×20 magnification using image stitching to obtain the entire region of interest. Although, in our stereotaxic injections we targeted the CMT, we found using confocal microscopy that GFP immunofluorescence has spread into adjacent nuclei [PVT and/or interomediodorsal nucleus of thalamus (IMD), Figure 1] in most of our experiments. Hence, due to this technical limitation we refer to nonspecific thalamic injections as targeting MIT, not just CMT. Only the mice that had viral GFP expression localized to the MIT or VB were included in analysis.
Brain slice preparation for patch-clamp electrophysiology experiments
Patch-clamp experiments using brain slices from the virus-injected mice began at least 2 weeks after injection. Animals were anesthetized briefly with isoflurane, decapitated, and their brains rapidly removed. Fresh horizontal brain slices, 250 μm-thick, were sectioned at 4°C in a pre-chilled solution containing (in mM): sucrose 260, D-glucose 10, NaHCO3 26, NaH2PO4 1.25, KCl 3, CaCl2 2, MgCl2 2, using a vibrating micro slicer (Leica VT 1200S). Brain slices were immediately incubated for 45 min in a solution containing (in mM): NaCl 124, D-glucose 10, NaHCO3 26, NaH2PO4 1.25, KCl 4, CaCl2 2, MgCl2 2 at 37°C prior to use in electrophysiology experiments, which were conducted at room temperature. During incubation, slices were constantly perfused with a gas mixture of 95% O2 and 5% CO2 (v/v).
Patch-clamp electrophysiology recordings
The external solution for whole-cell voltage-clamp recordings consisted of (in mM): NaCl 125, D-glucose 25, NaHCO3 25, NaH2PO4 1.25, KCl 2.5, MgCl2 1, and CaCl2 2. This solution was equilibrated with a mixture of 95% O2 and 5% CO2 (v/v) for at least 30 min with a resulting pH of approximately 7.4. The internal solution for recording well isolated T-currents consisted of (in mM): tetramethyl ammonium (TMA)-OH 135, EGTA 10, MgCl2 2, and HEPES 40, titrated to pH 7.2 with hydrofluoric acid (HF) [22].
The current-voltage (I-V) curves were generated by stepping from the holding potential (Vh) of −90 mV to depolarized test potentials (Vt) from −80 to −40 mV in 2.5 mV increments. The voltage dependencies of steady-state activation were described with single Boltzmann distributions of the following forms: Activation: G(V) = Gmax/ (1 + exp[−(V - V50)/ k]); Gmax is the maximal conductance (calculated by dividing current amplitude by estimated reversal potential), V50 is the voltage at which half of the current is activated, and k represents the voltage dependence (slope) of the distribution. The T-currents from the inactivation protocol were recorded by using a standard double-pulse protocol with 3.6-s-long prepulses to variable voltages (from −120 to −60 mV in 5 mV increments) and test potentials to −50 mV.
For the whole-cell current-clamp recordings, the internal solution consisted of (in mM): potassium-D-gluconate 130, EGTA 5, NaCl 4, CaCl2 0.5, HEPES 10, Mg ATP 2, Tris GTP 0.5, pH 7.2. Glass micropipettes (Sutter Instruments O.D. 1.5 mm) were pulled using a Sutter Instruments Model P-1000 and fabricated to maintain an initial resistance of 3–5 MΩ. GFP-expressing thalamic neurons were identified using the microscope with epifluorescence and IR-DIC optics. Intrinsic excitability of thalamic neurons was characterized by using a multi-step protocol which consisted of injecting a family of depolarizing (50–300 pA) current pulses of 400 ms duration in 25 pA increments followed by a series of hyperpolarizing currents of the same duration stepping from −50 to −250 pA in 25 pA increments. Subsequent action potential (AP) tonic and rebound firing frequencies (per pulse and per burst) and input resistances were determined. The membrane potential was measured at the beginning of each recording and was not corrected for the liquid junction potential, which was around 10 mV in our experiments. The membrane input resistance was calculated by dividing the end of steady-state hyperpolarizing voltage deflection by the injected current. Neuronal membrane responses were recorded using a Multiclamp 700B amplifier (Molecular Devices, CA, United States). Voltage current commands and digitization of the resulting voltages and currents were performed with Clampex 8.3 software (Molecular Devices), and voltage and current traces were analyzed using Clampfit 10.5 (Molecular Devices).
Animals
Experimental procedures with animals were performed according to the guidelines approved by the Institutional Animal Care and Use Committee (IACUC) of the University of Colorado Anschutz Medical Campus. Treatments of animals adhered to guidelines set forth in the NIH Guide for the Care and Use of Laboratory Animals. Our study was approved by the ethics committee of the University of Colorado Anschutz Medical Campus. The adult male C57BL/6J wild type (WT) mice (between 2 and 4 months of age) were used for behavioral experiments. C57BL/6J mice were obtained from the Jackson laboratory (USA). We opted for male mice, as very little is known about sex differences in activity of volatile anesthetics in the thalamus. All animals were maintained on a 14/10 h light-dark cycle with food and water ad libitum. Anesthetic endpoints were measured as we previously reported [23] as follows.
Loss of righting reflex (LORR) and loss or withdrawal reflex (LOWR)
LORR is assessed by placing the mouse on its back until animal loses righting reflex. The criterion for the LORR is failure of mouse to right within a 30-s period. For LOWR, an alligator clip covered with airway tubing was used on proximal 1/3 tail and LOWR was considered when there was no withdrawal for a minimum of 30-s. All mice were placed on a heating pad in a chamber equilibrated with 0.5% isoflurane. Isoflurane was then increased by 0.1% every 10 min until LORR and LOWR was obtained. Illustration of the experiments with LORR and LOWR determination is depicted on top panels of Figures 4A, 5A.
Anesthetic induction
Induction time was assessed by measuring the time to LORR (TTLORR) at a constant inhaled concentration of 1.2% isoflurane. Mice were placed on the heating pad in anesthetic chamber that was set at 1.2% isoflurane after a 30-min wait. Successful induction was determined when a mouse failed to right within a 30-s period.
Drugs
Isoflurane was purchased from McKesson (San Francisco, CA) and Banamine (Merck) was obtained from the University of Colorado Hospital pharmacy.
Data analysis
In every experiment, we attempted to minimize the number of animals used. All animals with complete data set and physiological parameters were included in the study. Statistical analysis was performed using two-way repeated measure (RM) ANOVA as well as student unpaired and two-tailed t-test, where appropriate. We used Sidaks’s multiple comparisons test where interaction between factors after two-way RM ANOVA was significant. Significance was accepted with p values < 0.05. Statistical and graphical analysis was performed using GraphPad Prism 8.00 software (GraphPad Software, La Jolla, CA, United States) and Origin 2018 (OriginLab, Northampton, MA, United States).
RESULTS
To validate functional knock-down of T-currents we first performed patch-clamp recordings using acute brain slices from WT mice injected with Cacna1g shRNA (Figure 2). Transfected neurons were readily identified in our recordings from live brain slices with bright GFP immunofluorescence. Specifically, we compared T-current biophysical properties from the acute thalamic slices in GFP positive (GFP+) and GFP negative (GFP-) neurons. T-currents were evoked using our standard current-voltage (I-V) protocols with depolarizing steps to test potentials (Vt) from −80 to −40 mV from holding (Vh) potentials of −90 mV. Original traces of inward calcium currents from representative recordings in the CMT in GFP+ neurons (green traces) and GFP- neurons (black traces) are depicted in Figure 2A. On average, we found that peak T-currents in GFP+ neurons (n = 7, green symbols) were almost completely abolished as evidenced by about 90% decreased amplitudes when compared to GFP- neurons (n = 7, gray symbols) across most of the test potentials in our I-V recordings (Figure 2B). We next compared steady-state activation curves in two groups and found that GFP+ neurons exhibited a small but insignificant depolarizing shift in V50 of channel activation when compared to GFP- neurons (Figure 2C). Finally, we used an independent protocol of recordings T-current amplitudes (Vt −50 mV) after conditioning pre-pulses from −110 to −60 mV. Average graphs from these experiments showing largely decreased T-current amplitudes in GFP+ neurons (green symbols) when compared to GFP- neurons (gray symbols) is summarized on Figure 2D. Our results showing greatly decreased T-current amplitudes strongly suggest that excitability of GFP+ neurons may be decreased as result of injections of Cacna1g shRNA. Hence, in ensuing current-clamp experiments we compared tonic and burst firing properties of GFP+ and GFP- neurons in CMT as summarized on Figure 3. Original traces of a rebound action potential (AP) and a T-channel-dependent low-threshold-calcium spike (LTS) from a GFP- neuron (gray trace) are depicted on Figure 3A. The same figure shows a lack of rebound APs and completely abolished LTS in a GFP+ neuron (green trace). In the summary graph on Figure 3B we depict the average number of rebound APs in GFP- neurons (n = 10 neurons, gray symbols) resulting from progressively stronger hyperpolarizing steps from −50 to −250 pA. In contrast, the same figure shows only minimal active membrane response upon injections of the same currents (n = 7 neurons, gray symbols). Likewise, Figure 3C shows that in the same two groups when we compared LTSs are completely absent in GFP+ neurons (green symbols) while in GFP- neurons (gray symbols) they show typical voltage-dependence with larger amplitudes associated with stronger current injections. As expected, we found very little difference in the two groups when we compared properties of tonic firing of APs in response to escalating depolarizing current injections from +50 to +300 pA (Figure 3D). Overall, our patch-clamp recordings from thalamic neurons ex vivo in animals injected with CaV3.1shRNA show that GFP+ neurons exhibited largely decreased T-current amplitudes and greatly diminished rebound burst firing.
[image: Graphical figures depict electrophysiological analyses of Cacna1g shRNA GFP- and GFP+ conditions. Panel A shows voltage traces; GFP+ has a larger response. Panel B plots current amplitude against test potential, GFP+ showing higher values. Panel C illustrates G/Gmax versus test potential, demonstrating a leftward shift in GFP+ (V50 = -58.34 mV) compared to GFP- (V50 = -66.28 mV). Panel D presents current versus conditioning potential, with GFP+ showing significantly different responses. Asterisks indicate statistical significance.]FIGURE 2 | Biophysical properties of thalamic T-currents in Cacna1g shRNA GFP+ and GFP- neurons. (A) T-current I–V traces from representative GFP+ (green) and GFP- (black) neurons in the voltage range for Vt of −80 to −40 mV from an initial holding potential (Vh) of −90 mV in 2.5 mV increments. Note that the T-currents recorded from the GFP+ cells are smaller and don’t show typical cris-crossing pattern. (B) Average T-current amplitude, as calculated from the steady-state activation protocol was reduced in Cacna1g shRNA GFP+ neurons in comparison to GFP- cells (two-way RM ANOVA: interaction F(16,129) = 12.54, p < 0.001; test potential F(16,192) = 25.01, p < 0.001, GFP F(1,12) = 27.34, p < 0.001; Sidak’s post hoc presented on Figure). N = 7 cells per group, note that 3 GFP+ cells did not have T-currents. (C) The average voltage dependence of a steady-state activation (G/Gmax) curve with V50 value noted on the graph for GFP+ and GFP- thalamic neurons. The difference between V50 for T-current activation was not statistically significant between GFP+ and GFP- cells. N = 3 GFP+, N = 7 GFP-neurons. (D) Average T-current amplitude, as calculated from the steady-state inactivation protocol (double-pulse protocol with 3.6-s-long prepulses to variable voltages (from −120 to −50 mV in 5 mV increments) and a test potential (Vt) of −50 mV) was greatly reduced in Cacna1g shRNA GFP+ neurons in comparison to GFP- cells (two-way RM ANOVA: interaction F(9,72)=4.61, p < 0.001; potential F(9,72) = 12.24, p < 0.001, GFP F(18) = 4.99, p = 0.056; Sidak’s post hoc presented on Figure). N = 4 GFP+, N = 6 GFP- cells per group, note that just one of four GFP+ cells had measurable T-currents. *p < 0.05, **p < 0.01, ***p < 0.001.
[image: Illustration showing electrophysiological data from neurons. A: Burst firing trace comparing Cacna1g shRNA GFP+ and GFP- neurons. B: Graph showing action potentials in rebound burst versus current injected, showing differences marked by asterisks for statistical significance. C: Low-threshold spike amplitude versus current injected, highlighting significant differences with asterisks. D: Tonic firing frequency versus current injected, comparing two neuronal conditions.]FIGURE 3 | Excitability differences between GFP+ and GFP- thalamic neurons from Cacna1g shRNA injected animals. (A) Original traces from representative thalamic neurons recorded from GFP+ (green) and GFP- (gray) neurons show active membrane responses to a hyperpolarizing (−225 pA) current injection. Note that GFP+ neuron does not show APs nor low threshold spike (LTS) after membrane hyperpolarization. (B) Number of action potentials (AP) in rebound burst was statistically significant smaller in GFP+ neurons (two-way RM ANOVA: interaction F(8,120)=5.34, p < 0.001; current injected F(8,120) = 11.95, p < 0.001, GFP F(1,15) = 9.07, p = 0.009; Sidak’s post hoc presented on Figure). (C) LTS was not observed in GFP+ neurons (two-way RM ANOVA: interaction F(8,120)=12.06, p < 0.001; current injected F(8,120) = 12.51, p < 0.001, GFP F(1,15) = 31.07, p < 0.001; Sidak’s post hoc presented on Figure). (D) Graph of averages of tonic AP firing frequency and current injections of 50–275 pA from multiple experiments shows no difference between GFP+ and GFP- Cacna1g shRNA injected thalamic neurons. N = 7 GFP+, N = 10 GFP- cells. *p < 0.05, **p < 0.01, ***p < 0.001.
In the ensuing in vivo experiments, we tested control groups (mice injected with scrambled shRNA) and experimental groups (mice injected with Cacna1g shRNA) for anesthetic endpoints, as determined by concentrations of inhaled isoflurane required to induce LORR. The examiner was blinded to the experimental and control groups. Figure 4 summarizes our data from the experiments where the Cacna1g shRNA or scrambled shRNA (control group) were injected into MIT. We found no significant difference in speed of induction as measured by TTLORR in Cacna1g shRNA group (n = 6, green symbols) when compared to our controls (n = 8, scrambled shRNA, gray symbols) as depicted on Figure 4B. In contrast, we found about 10% decrease in inhaled % atm isoflurane needed to induce LORR in group where Cacna1g shRNA was injected in the MIT region (Figure 4C). Finally, we found that the immobilizing effect measured by LOWR after injections of Cacna1g shRNA and scrambled shRNA into MIT region was not different in the two groups (Figure 4D). In contrast, mice injected with Cacna1g shRNA in the VB region (n = 9) did not show any difference in the speed of anesthetic induction (Figure 5B), or concentration of isoflurane required to induce LORR when compared to controls (n = 9) (Figure 5C). Similarly to injections to MIT, we found that LOWR response was not different between Cacna1g shRNA (n = 9) and scrambled shRNA (n = 9) group in our VB injections (Figure 5D). We conclude that in vivo silencing of CaV3.1 channels in two functionally different regions of the thalamus, such as the MIT and the VB, differentially affected the required hypnotic concentration of isoflurane without an apparent difference in the speed of anesthetic induction and immobilizing properties of isoflurane.
[image: Panel A shows a sequence of four illustrations of a mouse in various states: typical behavior, sedated, hypnotic (LORR), and no response to painful stimulus (LOWR) with a blue glove pinching its tail. Panels B, C, and D present scatter plots with the following details: Panel B displays the time to LORR in minutes for scrambled shRNA versus Cacna1g shRNA with no significant difference (ns); Panel C shows a significant difference (**) in the percentage of isoflurane at LORR between the same two groups; Panel D presents the MIT data with no significant difference between groups.]FIGURE 4 | Effect of knocking-down of CaV3.1 T-channels from MIT on LORR. (A) Schematic representation of LORR and LOWR experiments. (B) Time to LORR was not statistically significant between control (scrambled shRNA) and Cacna1g shRNA MIT injected mice. (C) Cacna1g shRNA MIT injected animals required less isoflurane for achieving LORR (hypnotic effect) in comparison to control male mice (unpaired two-tailed t-test: t(12) = 3.34, p = 0.006). (D) There was no difference in isoflurane requirement for LOWR between control scrambled shRNA and Cacna1g shRNA MIT injected animals. N = 8 control scrambled shRNA and N = 6 Cacna1g shRNA animals. **p < 0.01.
[image: Panel A shows illustrations of mice in different states: typical behavior, sedated, hypnotic (LOHR), and no response to painful stimulus (LOWR). Panels B, C, and D present graphs comparing scrambled shRNA and Cacna1g shRNA groups. Panel B shows time to LORR, Panel C shows percentage isoflurane at LORR, and Panel D shows percentage isoflurane at LOWR. Statistical notation "ns" indicates no significant difference between groups.]FIGURE 5 | Effect of knocking-down of CaV3.1 T-channels from VB on LORR. (A) Schematic representation of LORR and LOWR experiments. (B) Time to LORR was not statistically significant between control (scrambled shRNA) and Cacna1g shRNA in VB injected mice. (C) There was no difference in isoflurane requirement for LORR (hypnotic effect) between control and Cacna1g shRNA in VB infected mice. (D) There was no difference in isoflurane requirement for LOWR between control and Cacna1g shRNA in VB injected animals. N = 9 control scrambled shRNA and N = 9 Cacna1g shRNA animals.
In the ensuing in vivo experiments, we also tested the ability of mice injected either with scrambled shRNA or with Cacna1g shRNA into the MIT or the lateral thalamus targeting bilateral VB to perform behavioral tasks in an open-field test. We found that performance of mice during 10 min of testing in the groups injected either with scrambled or Cacna1g shRNA when compared to the naive, uninjected mice, was not different in the open-field testing (n = 5–10 mice per group, data not shown). Hence, it appears that intra-thalamic injection of viral vectors did not cause any major neurological deficit per se because it did not affect the general motor ability of mice.
DISCUSSION
One of the compelling reasons to study VGCCs in the mechanisms of anesthetic actions is that these channels are essential in regulation of synaptic transmission and excitability in the neuronal sleep pathway such as thalamus. The thalamus is the major gateway for the flow of sensory information from the periphery to the cortex and the disruption of thalamocortical connectivity may be an essential common feature of the hypnotic effects of many GAs. Indeed, both human and animal studies in vivo have indicated that the thalamus is deactivated during anesthesia [24]. Two thalamic regions are particularly relevant for our considerations as neuronal network targets for GAs. One such region, the thalamic VB nucleus, receives direct sensory projections from the periphery and projects mostly to the barrel cortex, it is a principal thalamic nucleus often referred to as a specific or sensory thalamus [5, 25]. The other region of interest, known as a nonspecific thalamus, consists of the CMT and PVT, parts of the MIT, which project diffusely to the different cortical and subcortical areas [5]. The parts of MIT are interposed between the brain stem “arousal” system and are ideally suited to control the overall level of thalamic and cortical activity [5, 26, 27]. Importantly, our previous ex vivo studies using acute brain slices have demonstrated that CaV3.1 channel-mediated excitability in both the VB [19] and in the CMT [11] is diminished with clinically relevant concentrations of isoflurane. Hence, we hypothesized that knocking-down CaV3.1 channels in the CMT and VB neurons may have different effects on loss of consciousness induced by GAs. To test this hypothesis, we produced region-specific knock-down of CaV3.1 channels in MIT and VB nuclei to determine if diminished excitability of these neurons ex vivo correlate with the ability of a traditional volatile GA such as isoflurane to induce hypnosis in mice. These experiments addressed a long-standing unresolved issue of whether inhibition of CaV3.1 T-channels in different functional regions of the thalamus is important for GA-induced hypnosis. Most thalamic neurons fire APs in a regular (tonic) mode when depolarized from the resting membrane potential, and high frequency burst firing mode that crowns low-threshold calcium spikes (LTS) if they are hyperpolarized sufficiently to de-inactivate T-type calcium channels [11, 28]. Indeed, we showed that knocking down CaV3.1 channels in thalamus completely abolished LTS and greatly diminished rebound burst firing pattern while it had only a minimal effect on the tonic firing pattern (Figure 3). Our voltage- and current-clamp experiment validated our silencing technique using an shRNA approach that we also used to study the functional role of CaV3.1 channel in the subiculum [20]. A previous study used a global knockout mouse to investigate the role of CaV3.1 channels in anesthetic sensitivities. Petrenko and colleagues reported that global CaV3.1 KO mice showed no change in anesthetic requirements (isoflurane, halothane, sevoflurane, pentobarbital) for LORR and LOWR but have delay in the onset of anesthetic induction measured by TTLORR [29]. They further concluded that the timely induction of anesthesia/hypnosis by volatile anesthetic agents and some intravenous anesthetic agents may require the normal functioning of the CaV3.1 channel isoform. However, since CaV3.1 channels are expressed in many different parts of the thalamus, hippocampus and cortex, we opted for the knock-down approach to be able to target specific thalamic regions and minimize compensatory changes in neuronal circuitry that are more likely with global knockouts. In contrast to this study with global KO mice, we found that knocking down this T-channel isoform in MIT leads to a decreased requirement for hypnosis induced by isoflurane. Our finding is consistent with another study that examined the specific role of the VB and CMT in anesthetic hypnosis [6]. Specifically, Baker and colleagues recorded local field potentials (LFPs) from four brain regions (barrel neocortex, VB, anterior cingulate cortex, and CMT) simultaneously in freely moving rodents during transitions into natural sleep and anesthetic-induced (propofol and dexmedetomidine) LORR. They found that for propofol-induced LORR and natural sleep, the LFP changes with neuronal oscillations occur first in the nonspecific thalamus before changes could be detected in the neocortex. With dexmedetomidine, they found that initial LFP changes occurred simultaneously in the nonspecific thalamus and neocortex. Overall, they concluded that CMT acts as key hub through which both anesthetic hypnosis and natural sleep are initiated. Our results are consistent with the idea that the nonspecific MIT region of the thalamus is more important for isoflurane-induced hypnosis than the specific sensory VB thalamus. In addition, we validated important role of CaV3.1 isoform of T-type channels in this mechanism of anesthetic hypnosis. Towards this end, we recently reported that other classes of GAs like neuroactive steroids induce hypnosis in rodents at least in part by inhibiting CaV3.1 channels in the thalamus [30, 31]. Hence, our future experiments will address the issue if CaV3.1 T-type channels in MIT region of the thalamus show a similar preferential role in neurosteroid-induced hypnosis.
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Abstract
Since the discovery of their anesthetic effects, some neuroactive steroids have been used as general anesthetics. However, their effects on thalamocortical oscillations and potential sex differences that are associated with their hypnotic/sedative effects are not well studied. Here, we investigated spectral characteristics and sex differences in hypnotic effect of two common neuroactive steroids: Allopregnanolone (AlloP) and its synthetic analog Alphaxalone (Alpx) in wild type mice using behavioral testing (loss of righting reflex - LORR) and in vivo electrophysiology. Our data revealed sex-differences in LORR duration with 100 mg/kg intraperitoneally injected AlloP and Alpx confirming that females are more sensitive to neuroactive steroid-induced hypnosis. Spectral analysis, thalamocortical and corticocortical phase synchronization showed notable differences between two neuroactive steroids. AlloP induced a profound reduction in local field potential (LFP) and electroencephalogram (EEG) after LORR with higher LFP/EEG suppression in females during first 60 min after injection. Also, we observed a decrease in thalamocortical synchronization in lower (delta, theta, alpha) and increase in higher low gamma frequency in AlloP group; similar effects were observed in Alpx treated animals with no change in delta thalamocortical phase locking values. Synchronization between right and left cortex was reduced in all frequencies except low gamma in AlloP-treated group. Similarly, Alpx induced reduction in corticocortical synchronization for theta, alpha and beta frequencies. We conclude that AlloP and Alpx have distinct electrophysiological signatures in thalamocortical circuitry that may underly their sedative/hypnotic effects.
Keywords: neuroactive steroids, hypnosis, electroencephalogram, phase locking value, sex-differences
IMPACT STATEMENT
While clinically used general anesthetics are considered relatively safe, there is an ongoing interest in the development of new, potentially safer general anesthetics, especially for specific populations such as children. Neuroactive steroids are utilized as anesthetic agents due to their ability to modulate the activity of γ-aminobutyric acid type A (GABAA) receptors in the brain, leading to a sedative and anesthetic effect. Currently, neuroactive steroids are primarily used for the induction and maintenance of general anesthesia in veterinary medicine (Alphaxalone), but there is ongoing interest in exploring their potential for human use as well. Here, we are comparing the spectral characteristics and sex differences in the hypnotic effect of two neuroactive steroids, Allopregnanolone and its synthetic analogue, Alphaxalone. Our data demonstrate that it is important to consider the use of neuroactive steroids for clinical anesthesia, particularly for their potential to be safer than traditional anesthetics.
INTRODUCTION
Neuroactive steroids are endogenous or exogenous steroids with direct effects on neuronal excitability. It has been shown that the spatial arrangement of the hydroxyl group at the C3 position of the steroid skeleton dramatically affects the biological properties of the neuroactive steroids [1, 2]. Previous reports demonstrated that 3α-hydroxy neuroactive steroids, like endogenous Allopregnanolone (AlloP, 3α-hydroxy-5α-pregnan-20-one) or its synthetic analog Alphaxalone (Alpx, 3α-hydroxy-5α-pregnane-11,20-dione), act like positive allosteric modulators of γ-aminobutyric acid type A (GABAA) receptors in nanomolar concentrations [3–6]. This effect on γ-aminobutyric acid (GABA) currents is consistent with known behavioral effects of neuroactive steroids including anxiolysis, analgesia, anticonvulsant activity, sedation, hypnosis and anesthesia [7].
Furthermore, neuroactive steroids have been used in human and veterinary clinics as potentially safer anesthetic agents [8]. In comparison to traditional general anesthetics, many neuroactive steroids have favorable clinical properties: minimal cardiorespiratory depression, rapid onset and recovery, less neurotoxicity in young populations [2, 8–10]. It has been shown that AlloP is a potent hypnotic drug not just in wild-type (WT) animals but also in animals that lack progesterone receptors, suggesting that progesterone receptors are not involved in the hypnotic response to AlloP [11, 12]. Similarly, a synthetic drug, Alpx, has potent hypnotic/anesthetic and sedative properties [2, 8]. Although it was abandoned for clinical use due to unwanted side effects caused by its vehicle, there has been recent interest in the therapeutic value of Alpx: a new aqueous formulation (Phaxan®) has been developed for use as an intravenous sedative and anesthetic in humans [9, 13]. While the sex-differences in various behavioral effects of neuroactive steroids are well documented in the literature, their neurophysiological signature is poorly understood [14].
Central medial nucleus of thalamus (CMT), as a part of intralaminar thalamic complex is implicated in arousal and is a key hub through which general anesthesia and sleep are initiated [15]. Here, we investigated sex-differences and spectral characteristics in the hypnotic effect of AlloP and Alpx in WT mice using behavioral testing (loss of righting reflex - LORR) and in vivo electrophysiology by recording local field potential (LFP) from CMT and electroencephalogram (EEG) from barrel cortex. Since there is an ongoing interest in developing new hypnotics and general anesthetics, we hope that our study may rekindle interest in clinical use of these agents as safer alternative to other common sedatives and anesthetics.
MATERIALS AND METHODS
All experimental procedures with mice were performed according to a protocol approved by the Institutional Animal Care and Use Committee of the University of Colorado Anschutz Medical Campus, Aurora, CO, USA. Treatments of animals adhered to guidelines set forth in the NIH Guide for the Care and Use of Laboratory Animals. All efforts were made to minimize animal suffering and to use only the necessary number of animals to produce reliable scientific data. The authors confirm that the study complies with the ARRIVE guidelines.
Male and female adult C57BL/6J WT 3–4 months old mice (Jackson Laboratory, Bar Harbor, ME, USA) were used for behavioral and in vivo electrophysiology studies. All mice were maintained on a 14/10h light-dark cycle with food and water ad libitum. All tests were done in a blinded fashion. The estrus cycle of the female animals was not monitored during the experiments and can be a limitation of the study.
Neuroactive steroid preparation
AlloP and Alpx (Figure 1A) were synthetized and obtained from Dr. Covey (Saint Louis, MO, USA) and were dissolved in 25% (2-Hydroxypropyl)-β-cyclodextrin (Santa Cruz Biotechnology Inc, Dallas, TX, USA) in H2O to yield the desired concentration for intraperitoneal (i.p.) injection. The solutions were prepared on the same day as they were injected into the mice. Mice were weighed and injected with the appropriate volume of neuroactive steroids to achieve desired dose (100 mg/kg). Our preliminary experiments showed that with this dose all injected animals exhibited loss of righting reflex (LORR).
[image: Chemical structures for progesterone, AlloP, and AlpX are shown with 5α-reductase and 3α-HSD transformations. Graphs B and C depict LORR (Loss Of Righting Reflex) onset and duration for AlloP and AlpX in male and female subjects, with significant differences noted. Graph D compares LORR duration across groups, with indicated significance levels.]FIGURE 1 | LORR with 100 mg/kg AlloP and Alpx. (A) Schematic presentation of AlloP synthesis from progesterone (3α-hydroxysteroid dehydrogenase - 3α-HSD) and AlloP synthetic analog Alpx. (B) Left LORR onset with 100 mg/kg AlloP (10 male and 7 female animals); (B) Right LORR duration with 100 mg/kg AlloP; unpaired two-tailed t-test t(15) = 7.74, p < 0.001. (C) Left LORR onset with 100 mg/kg Alpx (7 mice per group); (C) Right LORR duration with 100 mg/kg Alpx; unpaired two-tailed t-test t(12) = 2.36, p = 0.036. (D) Differences between AlloP and Alpx in LORR duration, one-way ANOVA F(3,27) = 89.64, p < 0.001, Tukey’s post hoc presented on Figure. Blue-males, orange-females *p < 0.05, ***p < 0.001.
Assessment of hypnotic behavior in mice
One desirable endpoint of general anesthesia is the state of unconsciousness, also known as hypnosis [16]. A widely used behavioral surrogate for hypnosis in rodents is the loss of righting reflex (LORR), or the point at which the animal no longer responds to their innate instinct to avoid the vulnerability of dorsal recumbency [16]. We measured hypnosis by assessing the LORR. After 30 min of habituation to the testing chamber male and female mice received i.p. injections of 100 mg/kg AlloP or Alpx and placed on a heating pad in a clear plastic cage. This cage was intermittently gently tilted to roll a given mouse onto its back. Loss of righting reflex was measured as inability to right self within 30 s. To assess duration of the LORR we measured the gain of righting reflex time. Animals were placed on a heating pad to prevent hypothermia and oxygen levels were checked intermittently during LORR experiments using pulse oximetry.
EEG data acquisition and spectral analysis
Synchronized, time locked video and EEG/LFP signals were recorded using the Pinnacle system (Pinnacle Technology Inc., Lawrence, KS, USA). The EEG and LFP signals were amplified (100×) and digitized at a sampling frequency rate of 2000 Hz (high pass filter 0.5 Hz and low pass filter 500 Hz) and stored on a hard disk for offline analysis. The electrodes (two screw-type cortical [AP: −1 mm, MD: ± 3 mm, DV: 0]) and one depth coated tungsten in CMT [anteroposterior–AP: −1.35 mm, mediolateral–MD: 0 and dorsoventral–DV: −3.6 mm], were implanted under continuous 2.5 vol% isoflurane anesthesia. Banamine® – Merck (i.p. 2.5 mg/kg) was applied right after surgery and every 24 h for 48 h. Seven to 10 days after surgery animals were put in the recording chamber ((H × W × L) 15.2 × 16.5 × 31.1 cm) and EEG/LFP were recorded 30 min before (baseline recordings) and 60 min after i.p. injection of neuroactive steroid. To compare spectra, 5 min of signal in baseline (wake state) and during 100 mg/kg i.p. of neuroactive steroid were analyzed. After completion of experiments, mice were briefly anesthetized with ketamine (100 mg/kg i.p.) and electrolytic lesions were made by passing 5 μA current for 1 s (5 times) to verify placement of the deep electrode. Mice were anesthetized additionally with isoflurane and perfused with ice-cold 0.1M phosphate buffer containing 1% of potassium-ferrocyanide. The brains were extracted, kept in 4% formalin (PFA) for 2 days and sliced (100–150 μm) using a vibrating micro slicer (Laica VT 1200 S). Photos of coronal slices with electrode location conformation were obtained using bright-field Zeiss stereoscope and Zen Blue software.
We excluded thalamic recordings from 4 animals in the analysis; one female animal that did not have good deep (CMT) electrode placement, two female and one male animal did not have good quality of thalamic recording.
Data analysis
Statistical analysis was performed using one- or two-way repeated measure (RM) ANOVA as well as Student unpaired two-tailed t-test where appropriate. Generally one-way RM ANOVA was used for LORR analysis between neuroactive steroids, two-way RM ANOVA for spectral analysis, and unpaired t-test for sex-differences in LORR. Where interaction between factors after two-way RM ANOVA was significant, Sidak’s multiple comparisons test was used. If one-way ANOVA was significant, Tukey’s comparison test was used. Significance was accepted with p values <0.05. Statistical and graphical analysis was performed using GraphPad Prism 8.00 software (GraphPad Software, La Jolla, CA, USA). The EEG frequency spectrum was divided into the following frequency bands: delta (0.5–4 Hz), theta (4–8 Hz), alpha (8–13 Hz), beta (13–30 Hz) and low gamma (30–50 Hz). Power density, total power and relative power spectral analysis were calculated using LabChart 8 software (ADInstruments Inc., Colorado Springs, CO). For additional EEG/LFP analysis we used Brainstorm software package implemented in MATLAB [17, 18]. We calculated thalamocortical and corticocortical phase locking values for functional connectivity using the Hilbert transform based phase synchronization analysis [19]. The phase locking values were used as non-directed functional connectivity metrics to capture interdependence between two signals–thalamocortical (CMT and cortex) and corticocortical (right and left cortex) [20]. All data are presented as mean ± SEM.
Data availability
Data will be made available from the corresponding author on request.
RESULTS
Sex-differences in LORR after 100 mg/kg AlloP and Alpx injections
Figure 1A shows chemical structure of neuroactive steroids and a biosynthesis of the AlloP from progesterone; AlloP is derived from progesterone by reduction at the 5- and 3-positions of the steroid A-ring via 5α-reductase and 3α-hydroxysteroid dehydrogenase [7]. We examined the effect of 100 mg/kg AlloP and Alpx on LORR in male and female mice (Figures 1B,C). All tested animals lost righting reflex after drug injection. While the onset of LORR was not changed, both neuroactive steroids showed a sex-dependent effect in LORR duration. Specifically, female mice had longer times for LORR duration than males (Figures 1B,C). Interestingly, both male and female animals injected with the 100 mg/kg AlloP had longer LORR durations in comparison to mice injected with Alpx. Furthermore, sex differences were more notable in AlloP group where LORR in females was about 2-fold longer than in males (Figure 1D). Onset of LORR was not different between different sexes for both neuroactive steroids.
Changes in total thalamic and cortical oscillatory power under AlloP and Alpx over time
To analyze further sex-differences during AlloP- and Alpx-induced hypnosis we recorded LFP from CMT and EEG from right and left barrel cortex. CMT has been previously implicated in the mechanisms of both general anesthesia and sleep initiation [15]. In animals that received 100 mg/kg AlloP, we observed a very strong LFP/EEG suppression of total power (dB) in all analyzed frequencies after LORR during the first 60 min after injection (Figures 2A,C,E,G,I). By contrast, animals that were injected with 100 mg/kg Alpx showed very little change in LFP/EEG signals after LORR in comparison to the wakeful state (Figures 2B,D,F,H,J). Consistent with its longer hypnotic effect, suppression under AlloP was more profound in females in thalamic delta (Figure 2A left), thalamic and cortical theta, alpha and beta power (Figures 2C,E,G, respectively). On the contrary, we did not observe sex differences in LFP and EEG recordings after Alpx injection.
[image: Graphs labeled A-J display AlloP and Alpx effects over time in thalamus and cortex for males and females. Each shows data points decreasing from left to right with gender denoted by color. Axes labeled "Time (min)" and specific measures like "Delta Power". Differences between genders are visible in trends.]FIGURE 2 | Total power changes after neuroactive steroids over time (60 min). Total (dB) thalamic (left) and cortical (right) delta (A), theta (C), alpha (E), beta (G) and low gamma (I) power during wake and after 100 mg/kg AlloP. Statistical analysis: two way RM ANOVA for thalamic delta power: interaction F(12,108) = 6.55, p < 0.001, time F(12,108) = 112, p < 0.001, sex F(1,9) = 10.31, p = 0.011, Sidak’s post hoc presented on figure); two way RM ANOVA for thalamic theta power: interaction F(12,108) = 4.56, p < 0.001, time F(12,108) = 117.2, p < 0.001, sex F(1,9) = 8.35, p = 0.018, Sidak’s post hoc presented on figure; two way RM ANOVA for cortical theta power: interaction F(12,156) = 4.05, p < 0.001, time F(12,156) = 142.6, p < 0.001, sex F(1,13) = 3.24, p = 0.095, Sidak’s post hoc presented on figure; two way RM ANOVA for thalamic alpha power: interaction F(12,108) = 4.48, p < 0.001, time F(12,108) = 129.9, p < 0.001, sex F(1,9) = 8.18, p = 0.019, Sidak’s post hoc presented on figure; two way RM ANOVA for cortical alpha power: interaction F(12,156) = 5.64, p < 0.001, time F(12,156) = 128.7, p < 0.001, sex F(1,13) = 3.72, p = 0.076, Sidak’s post hoc presented on figure; two way RM ANOVA for thalamic beta power: interaction F(12,108) = 4.7, p < 0.001, time F(12,108) = 139.2, p < 0.001, sex F(1,9) = 9.53, p = 0.013, Sidak’s post hoc presented on figure; two way RM ANOVA for cortical beta power: interaction F(12,156) = 4.66, p < 0.001, time F(12,156) = 121.4, p < 0.001, sex F(1,13) = 3.47, p = 0.085, Sidak’s post hoc presented on figure. Total thalamic (left) and cortical (right) delta (B), theta (D), alpha (F), beta (H) and low gamma (J) power during wake and after 100 mg/kg Alpx. Note that we did not observe statistical difference between male and female animals after Alpx during first 60 min in all analyzed frequencies. Blue-males, orange-females, number of mice per group are presented on figure, red line presents statistically significant post hoc test.
Spectral signatures and spectrograms 30 min after AlloP and Alpx injection
We chose 25–30 min after injection to further investigate neuroactive steroid-induced spectral changes (Figure 3). During wakeful periods before AlloP and Alpx injection we did not observe sex-differences in either thalamic or cortical power densities (Figures 3A,C). However, AlloP induced a profound suppression of power densities in comparison to wake state in both thalamus and cortex. Power densities in both the thalamus (2–8 Hz frequency range) and cortex (2–6 Hz frequency range, Figure 3B) were about 2-fold higher in male mice after AlloP injection. Moreover, there was a shift in maximal (peak) power density towards slower oscillations, from dominant wake theta frequency (8Hz, Figure 3A) to dominant delta oscillations during AlloP exposure (4Hz, Figure 3B). The same shift in maximal power density peak was observed with Alpx (Figures 3E,F), except instead of suppression in power density, increase in slower frequencies (2–6 Hz) was observed in thalamus in comparison to wake state (Figure 3E).
[image: Six line graphs labeled A to F compare power density across frequencies for the thalamus and cortex in different states: WAKE, AlloP, and Alpx. Graphs A and C (WAKE) show distinct lines for males and females. Graphs B (AlloP) and D (Alpx) show different frequency ranges. Graphs E and F compare WAKE and Alpx states. Each graph displays power density in microvolts squared per hertz on the y-axis and frequency in hertz on the x-axis.]FIGURE 3 | Spectral changes and sex-differences under AlloP and Alpx. Thalamic (left) and cortical (right) power densities during wake state (A) and 25–30 min after 100 mg/kg AlloP injection (B). Female mice had reduction in 2–10 Hz thalamic and 2–6 Hz cortical power densities in comparison to male mice under AlloP; two way RM ANOVA for thalamic power density: interaction F(26,234) = 4.75, p < 0.001, frequency F(26,234) = 27.22, p < 0.001, sex F(1,9) = 8.7, p = 0.016, Sidak’s post hoc presented on figure; two way RM ANOVA for cortical power density: interaction F(26,338) = 1.74, p = 0.016, frequency F(26,338) = 13.72, p < 0.001, sex F(1,13) = 4.53, p = 0.053, Sidak’s post hoc presented on figure. E, Thalamic (left) and cortical (right) power densities during wake state (C) and 25–30 min after 100 mg/kg Alpx injection (D). We did not observe sex differences in power densities after Alpx and analyzed females and males together (E,F). Alpx-induced changes in power density in thalamus (E); two way RM ANOVA: interaction F(26,234) = 3.37, p < 0.001, frequency F(26,234) = 23.95, p < 0.001, Alpx F(1,9) = 0.05, p = 0.83, Sidak’s post hoc significant 2–6 Hz; and cortex (F); two way RM ANOVA: interaction F(26,338) = 2.72, p < 0.001, frequency F(26,234) = 75.70, p < 0.001, Alpx F(1,13) = 1.03, p = 0.329, Sidak’s post hoc significant 8–10 Hz. Blue-males, orange-females, number of mice per group are presented on figure; red line presents statistically significant post hoc test.
Difference in relative power and functional connectivity between two neuroactive steroids
We did not detect significant sex-differences in relative power and corticocortical and thalamocortical phase locking values before or under neuroactive steroids, hence we combined the data from male and female mice to perform statistical analysis (Figure 4). We found no significant differences in thalamic and cortical relative powers during baseline (wake state) between the two neuroactive steroids (Figure A,B left). Both AlloP and Alpx increased delta and decreased alpha relative power in thalamus (Figure 4A right). Alpx increased thalamic theta and decreased beta and low gamma relative power (Figure 4A right). In cortex, delta relative power was increased only in the Alpx group but not in the AlloP-treated mice (Figure 4B right). However, AlloP decreased beta, alpha and increased beta and low gamma cortical relative powers (Figure 4B right). Additionally, Alpx-treated group had higher relative powers of slower frequencies (delta and theta) and had lower relative powers of higher frequencies (beta and low gamma) in comparison to AlloP in thalamus (Figure 4A middle) and cortex (Figure 4B middle).
[image: Graphs A to D illustrate data on relative power and PLV differences in wakefulness, 25–30 minutes, and their differences across various frequencies. Each panel contrasts two groups, Alop and Alpx, with statistically significant values marked by asterisks. In graphs A and B, differences in thalamic and cortical power are shown, while graphs C and D depict TC PLV and CO PLV. Frequencies range from 0.4 to 35 Hz.]FIGURE 4 | Differences in spectral characteristics between AlloP and Alpx. Since there was no statistical significance in thalamocortical (TC) and corticocortical (CC) phase locking values (PLVs) and relative power (%) between sexes during wake periods and 25–30 min after neuroactive steroid injection both female and male data are combined together for this figure. (A) Thalamic relative power during wake state (left), after AlloP and Alpx injection (middle) and change in relative power from wake state (right). We did not observed differences during wake periods. Animals injected with Alpx had higher delta and theta but lower beta and low gamma relative powers in comparison to Alpx group; two-way RM ANOVA: interaction F(4,40) = 22.17, p < 0.001, frequency F(4,40) = 56.24, p < 0.001, neuroactive steroid F(1,10) = 0.56, p = 0.471, Sidak’s post hoc presented on figure. Change in relative power from wake state showed increase in Alpx theta and decrease in beta and low gamma thalamic relative power that was not seen in Allop treated animals; two-way RM ANOVA: interaction F(4,40) = 11.79, p < 0.001, frequency F(4,40) = 19.02, p < 0.001, neuroactive steroid F(1,10) = 0.52, p = 0.486, Sidak’s post hoc presented on figure (B) Cortical relative power during wake state (left), after AlloP and Alpx injection (middle) and change in relative power from wake state (right). We did not observed differences during wake periods. Animals injected with Alpx had higher delta and theta but lower beta and low gamma relative powers in comparison to Alpx group; two-way RM ANOVA: interaction F(4,56) = 33.92, p < 0.001, frequency F(4,56) = 44.49, p < 0.001, neuroactive steroid F(1,14) = 4.1, p = 0.062, Sidak’s post hoc presented on figure. Interestingly, AlloP treated animals showed increase in beta and low gamma relative powers from wake state and decease in beta relative power while animals in Alpx group had increase in delta cortical relative power that was not seen with AlloP; two-way RM ANOVA: interaction F(4,108) = 21.37, p < 0.001, frequency F(4,108) = 33.63, p < 0.001, neuroactive steroid F(1,27) = 1.54, p = 0.226, Sidak’s post hoc presented on figure. (C) TC PLVs during wake (left), after AlloP or Alpx (middle) and change in PLV from wake state (right). We did not observe PLVs differences during wake state. There was increase in delta and decrease in beta TC PLVs in Alpx group in comparison to AlloP; two-way RM ANOVA: interaction F(4,40) = 6.298, p = 0.001, frequency F(4,40) = 21.19, p < 0.001, neuroactive steroid F(1,10) = 0.13, p = 0.725, Sidak’s post hoc presented on figure. Analysis of PLV difference showed decrease in delta TC PLVs in AlloP but not in Alpx group; two-way RM ANOVA: interaction F(4,40) = 4.78, p = 0.003, frequency F(4,40) = 59.60, p < 0.001, neuroactive steroid F(1,10) = 0.03, p = 0.876, Sidak’s post hoc presented on figure (D) CC PLVs during wake (left), after AlloP or Alpx (middle) and change in PLV from wake state (right). We did not observe PLVs differences during wake state. There was increase in delta, theta and alpha CC PLVs in Alpx group in comparison to AlloP; two-way RM ANOVA: interaction F(4,40) = 5.71, p < 0.001, frequency F(4,40) = 5.71, p = 0.001, neuroactive steroid F(1,10) = 7.90, p = 0.019, Sidak’s post hoc presented on figure. Similarly, analysis of PLV difference showed more profound decrease in delta, theta and alpha CC Plvs after AlloP than after Alpx injection; two-way RM ANOVA: interaction F(4,40) = 15.98, p < 0.001, frequency F(4,40) = 36.64, p < 0.001, neuroactive steroid F(1,10) = 10.76, p = 0.008, Sidak’s post hoc presented on figure. Blue-males, orange-females, number of mice per group is presented on figure, *p < 0.05, **p < 0.01, ***p < 0.001.
To investigate functional thalamocortical and corticocortical connectivity we analyzed phase locking values before (wake) and after AlloP and Alpx injections. We detected about 3-fold higher corticocortical phase locking values in comparison to thalamocortical phase locking values during wake stage (Figures 3C,D left). Under AlloP there was a decrease in slower frequencies (delta, theta and alpha) and an increase in low gamma thalamocortical phase locking values (Figure 4C right). Similar results were observed with Alpx except for no change in delta thalamocortical phase locking values (Figure 4C, right). Additionally, there was a decrease in delta, theta, alpha and beta corticocortical phase locking values under AlloP (Figure 4D right). Similarly to thalamic data, Alpx did not change delta corticocortical phase locking values but decreased corticocortical synchronization for beta, alpha and beta frequency range (Figure 4D right). Alpx-treated mice also had higher delta and lower beta thalamocortical phase locking values (Figure 4C middle), and higher delta, theta and alpha corticocortical phase locking values in comparison to AlloP injected animals (Figure 4D middle).
DISCUSSION
Although the introduction of Alpx and related 3α-OH analogues with hypnotic/anesthetic properties occurred in the 1970s, there is an increased interest recently in the development of new neuroactive steroids as therapeutic agents. For example, AlloP was formulated and FDA-approved as a medicine for postpartum depression (Brexanolone®), and a 3β-methylated analogue of AlloP (Ganaxolone®) was FDA-approved for treatment of seizure associated with the rare disease cyclin-dependent kinase-like 5 deficiencies [10]. Furthermore, a new aqueous formulation of Alpx (Phaxan®) has been developed for use as an intravenous sedative and anesthetic in humans [9, 13].
As expected, we found that both AlloP and Alpx can reliably produce LORR in male and female mice. We further found that there are notable sex-differences in the effects of both neuroactive steroids in tested behavior. Specifically, the female animals are more sensitive to the hypnotic effect. Previous studies reported sex specific effect with both endogenous neuroactive steroids and synthetic analogues [21, 22]. The longer duration of LORR in females was previously described with Alpx in both mice and rats [22–24]. It was postulated that the interactions of neuroactive steroids with synaptic membranes may be more sex-specific [22, 23] and can potentially explain why the female mice in our study had a longer duration of hypnosis with the same dose of AlloP and Alpx. The authors found that the sex differences with Alpx is age-dependent, can be abolished by administering estrogen to the males, does not depend on sexual differentiation of the brain, and cannot be attributed to a sex difference in the metabolic clearance rate of neuroactive steroids [22].
Similarly, it was reported that neuroactive steroids such as AlloP exhibit sex differences in their anticonvulsant activity indicating reduced potency in the males relative to females [25]. This effect can be likely due to a greater abundance of extra-synaptic δ subunit of GABAA receptors that mediates neuroactive steroid-sensitive, tonic GABA currents and seizure protection [26] and can at least partially explain sex specific effect in our experiments.
Interestingly, recent studies demonstrated that the female brain in mice and humans is less responsive to the hypnotic effects of volatile anesthetics largely due to acute effects of sex hormones [27]. Despite clear behavioral sex differences in anesthetic sensitivity, sex-differences were not visible in clinically used EEG but were detected in subcortical recordings [27]. This hidden resistance to volatile anesthetics may explain the higher incidence of awareness under anesthesia in females and requires investigation of sex-differences using both EEG (cortical) and LFP recordings [27].
Neuronal inhibition in the brain is predominantly provided by activation of GABAA receptors - heteropentameric receptors formed from an array of subunits (α1-6, β1-3, γ1-3, δ, ε, π, θ and ρ1-3) [28, 29]. Synaptic receptors typically comprise α1-3, β and γ subunits, while extra-synaptic receptors contain α4/6, β and δ subunits [30]. It has been shown that AlloP has higher selectivity for tonic δ-containing GABAA receptors, and that by being more selective to extra-synaptic GABAA receptors, AlloP plays an essential neurophysiological role in the fine-tuning of neuronal inhibition mediated by GABAA receptors [31, 32]. However, when injected in high doses, as in our case (100 mg/kg, i.p.), AlloP produced drastic suppression of total power in both male and female mice after LORR probably by acting on both synaptic and extra-synaptic GABAA receptors. The clinically relevant dose range for AlloP in rodents varies depending on the desired effect and route of administration, and for anesthetic effect is higher (15–20 mg/kg i.v) than for anxiolytic/sedative effect in animals [28]. Additionally, the typical dose range for Alpx with hypnotic effect is between 50 and 60 mg/kg i.p. in females but higher doses are needed for male rodents [23]. To compare hypnotic effect of AlloP and Alpx, based on our preliminary dose-response experiments, we used the lowest dose of neuroactive steroids that induces LORR in all tested female and male mice.
Since the introduction of EEG, neural oscillations have been systematically categorized across behavioral states into canonical frequency bands: delta, theta, alpha, beta, gamma [33]. Both natural sleep and general anesthesia are associated with synchronized, high-amplitude slow oscillations, whereas conscious wakefulness is dominated by faster, desynchronized activity patterns [34]. Low doses of sedative-hypnotic agents, such as positive allosteric modulators of GABAA receptors (e.g., propofol, barbiturates, etomidate), can paradoxically induce cortical excitation, typically reflected as enhanced β-band activity [35]. As anesthetic depth increases, EEG signatures progress through characteristic stages: Phase 1 (light sedation) is marked by reduced beta and elevated alpha power; Phase 2 (intermediate depth) displays prominent alpha and delta oscillations, closely resembling non-rapid eye movement slow-wave sleep; Phase 3 exhibits burst-suppression patterns; and Phase 4 is characterized by a near-isoelectric EEG, indicative of profound cortical silencing [35]. Although full anesthesia can be assessed by investigating withdrawal reflex to a painful stimulus, like tail or toe clamping and pinching, here we investigated just the hypnotic effect and were unable to assess if AlloP or Alpx induce surgical levels of anesthesia in high dose. However, strong EEG/LFP suppression that we observed with AlloP resembles burst suppression seen with potent volatile general anesthetics [36]. Similarly to sex-differences observed in behavioral test, the EEG/LFP suppression seen with AlloP was more profound in female animals in comparison to males. On the contrary, with the same dose of Alpx we did not observe LFP/EEG suppression, confirming previous results that Alpx alone can induce hypnosis or light anesthesia but even in higher doses probably cannot induce deeper surgical levels of general anesthesia [23, 24]. The observed changes between AlloP and Alpx-induced hypnosis could be at least partially explained by the differences in modulation of synaptic α1β2γ2 GABAA receptors; AlloP is a more potent positive allosteric modulator of these receptors than Alpx (ED50 for α1 containing GABAA receptors for AlloP 0.18 ± 0.002 μM (mean ± SEM) and for Alpx 2.2 ± 0.04 μM) [37]. The same rationale can explain longer LORR durations induced by AlloP in comparison to Alpx in both female and male mice. Somewhat surprisingly, sex-differences in total EEG/LFP power in our experiments were not seen with the Alpx.
In the cortex and thalamus, power density analysis showed a shift in the power density peak from theta during wakefulness to delta frequencies after both neuroactive steroids, accompanied with a drastic suppression of EEG/LFP power density only in the AlloP group. On the contrary, thalamic spectral analysis showed increase in power density in slower frequencies under Alpx in comparison to the wake state. Similarly to other general anesthetics that act as GABAA positive allosteric modulators, analysis of relative power showed increase in thalamic relative delta power in AlloP and Alpx animals while increase in EEG delta relative power was observed just with Alpx [38, 39]. Although both alpha and slow-delta oscillations are dominant EEG signature for propofol-induced hypnosis and hypnosis with other GABAA positive allosteric modulators, with neuroactive steroids we observed a decrease and not an increase in thalamic and cortical alpha relative power [38, 39]. The difference in effect between neuroactive steroids and other GABAA positive allosteric modulators was previously reported and might be related to effects on different GABAA receptor isoforms [2, 10, 40, 41]. Additionally, neuroactive steroids have higher affinity for extra-synaptic GABAA receptors responsible for persistent non-desensitizing inhibitory conductance [42]. Interestingly, we observed a substantial rise in relative cortical beta/low gamma powers after AlloP-induced LORR. A similar rise in low gamma range was seen in rodents after injections of ketamine, an N-methyl-D-aspartate (NMDA) antagonist [43, 44]. By contrast, we found that Alpx decreased thalamic beta and slightly increased cortical beta relative power and reduced low gamma relative power in both the thalamus and cortex. Overall, our data showed that in AlloP-treated mice, relative powers of slower (delta and theta) frequencies are lower but relative powers of higher (beta and low gamma) frequencies are higher than in the Alpx group.
Additionally, we used the Hilbert transform based phase synchronization analysis [19], to investigate the phase coupling during neuroactive steroid-induced hypnosis. Systematic phase synchronization changes were detected after injection of both neuroactive steroids. Generally, we observed reduction in corticocortical phase synchronization in AlloP animals that was more profound in slower than in higher frequency ranges. Similarly, Alpx induced drop in corticocortical synchronization in all except delta frequencies. We observed existence of higher corticocortical phase locking values under Alpx in comparison to AlloP in delta, theta and alpha frequencies. Previous models predicted that anesthesia would induce a decrease in slow wave EEG phase coherence as the cortex transitions away from the wakeful state [45]. In line with these findings, some experiments have confirmed that phase coherence during induction with propofol produces a significant drop in slow-wave bands synchronization between frontal, occipital, and frontal-occipital electrode pairs in humans [45, 46]. With AlloP we observed a similar decrease in cortical delta phase locking values. Previous findings reported that traditional general anesthetics can induce a large and localized increase in synchronization in alpha band as well as smaller and widespread synchrony increases in gamma frequency bands [47]. Studies using propofol in humans have reported that alpha band synchronization between cortical sites increases during induction and decreases during recovery [46]. By contrast, with neuroactive steroids we observed a profound decrease in alpha frequency synchronization in both corticocortical and thalamocortical leads in all treatment groups. Interestingly, we found increased synchronization in thalamocortical low gamma oscillation in both AlloP and Alpx treatment groups. This finding further denotes that neuroactive steroids induce very distinctive spectral changes that were not described with other similar GABA-mimetic general anesthetics.
Furthermore, in contrast to commonly used general anesthetics, both AlloP and Alpx activate progesterone receptors, and have neuroprotective effects that is independent of their GABAA actions [48]. Recently, it has been shown that Alpx treated subjects scored better than propofol and sevoflurane anesthetized patients in the cognition tests, and that the higher cognition scores were accompanied by higher serum m-Brain-Derived Neurotrophic Factor levels in the Alpx-anesthetized patients [13]. Having this in mind, we posit that use of neuroactive steroids as general anesthetics may have beneficial effects in comparison to commonly clinically used drugs.
In conclusion, our data from behavioral assessments and LFP/EEG changes support the idea that female mice are more sensitive to neuroactive steroid-induced hypnosis. Our data also showed that neuroactive steroid-induced hypnosis has similar spectral characteristics as common general anesthetics with some unique LFP/EEG properties. While most used general anesthetics act as positive allosteric modulators of GABAA receptors, they have different binding sites in comparison to neuroactive steroids and have markedly different side effects suggesting major differences in off-target binding and clinical effect [10]. Thus, we posit that future clinical use of neuroactive steroids for clinical anesthesia warrants consideration.
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Abstract
Acute exposure to a seizure-inducing dose of an organophosphorus nerve agent inhibits acetylcholinesterase, leading to pharmacoresistance if benzodiazepine treatment is delayed. Following soman-induced status epilepticus (SE) in rats, prolonged seizure is associated with severe and widespread neurodegeneration. We evaluated the aminothiol cystamine, the oxidized form of cysteamine, for neuroprotective potential against soman-induced SE and associated neurodegeneration. Cystamine has a myriad of effects including antioxidant properties, neuroprotective effects, and immunomodulation, among others, which is of interest in evaluating neuroprotective efficacy against cholinergic-induced neurodegeneration. Adult male rats implanted with telemetry transmitters for continuous EEG recording were exposed to soman and treated with the muscarinic antagonist atropine sulfate and the oxime asoxime dimethanesulfonate 1 min after exposure to increase survival. Midazolam was administered 30 min after seizure onset. Cystamine (10 or 50 mg/kg) or vehicle was administered 30 min after seizure onset and again 4 h after soman exposure. The initial seizure duration, the EEG power integral at 6 h after exposure, and the percentage of rats that developed spontaneous recurrent seizure were reduced in rats treated with cystamine, compared to those that received only midazolam. In addition, cystamine reduced neurodegeneration in seizure-sensitive brain regions following soman exposure, compared to midazolam. Our findings highlight the potential for aminothiols to serve as adjunctive therapy to midazolam in treating cholinergic-induced toxicity and suggest broader applications of aminothiols in neuroprotection and neurological disorders.
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IMPACT STATEMENT
Current research faces challenges in addressing long-term neurodegeneration. Using a preclinical model of cholinergic-induced status epilepticus and associated neurodegeneration, our study investigated the neuroprotective potential of the aminothiol cystamine, demonstrating its ability to reduce chronic neuropathology when used as an adjunct to the current standard of care. The findings presented here not only emphasize the efficacy of cystamine in mitigating cholinergic-induced neurodegeneration, but also suggest its potential role in reducing initial time in seizure, neuroinflammation and epileptogenesis. Our findings contribute valuable insight into the broader applications of aminothiols in neuroprotection.
INTRODUCTION
Recent studies suggests that aminothiols, such as cystamine and cysteamine, may serve as promising novel neuroprotectants (reviewed in Paul and Snyder, 2019) [1]. The aminothiol cystamine is the oxidized form of cysteamine, which is a decarboxylated derivative of cysteine. Cysteamine is FDA-approved for use in treatment of nephropathic and ocular cystinosis; cystinosis is a genetic disorder in which cystine crystals build up in tissues. More recently, cysteamine and cystamine, are under evaluation for potential treatment of neurodegenerative disorders. Cystamine and cysteamine are recognized for their antioxidant properties, capable of scavenging harmful free radicals and mitigating oxidative stress as observed in emerging studies investigating neurodegenerative diseases like Huntington’s, Alzheimer’s, and Parkinson’s disease (reviewed in Paul and Snyder, 2019) [1]. Cystamine’s inhibition of transglutaminase, an enzyme linked to neuronal death, along with its ability to reduce oxidative stress has shown to preserve neuronal integrity in Huntington’s disease models, highlighting its protective role against neurodegeneration [2, 3]. Similarly, its analog cysteamine reduced the toxic effects of mutant huntingtin proteins by modulating mitochondrial dysfunction and preventing apoptosis [4]. Both aminothiols increase brain-derived neurotrophic factor (BDNF) levels in mouse brain, enhancing neuronal survival and repair [2, 5, 6]. Calkins et al. (2010) [7] reported that cystamine attenuated oxidative damage in a neurotoxicity model involving exposure to 3-nitropropionic (3-NP) acid, a neurotoxin that induces mitochondrial dysfunction, similar to that observed in Parkinson’s disease. Cystamine and cysteamine have demonstrated efficacy in rescuing dopaminergic neurons and promoting restorative mechanisms in rodent models of Parkinson’s disease and 1-methyl-4-phenyl-1,2,3,6-tetrahydropyridine (MPTP)-induced toxicity [6, 8, 9], with cysteamine further identified as a potential disease-modifying agent agent that improved cognitive and motor function, and delayed disease progression in mice (reviewed in Cicchetti et al., 2019 [10]). While much of the current research on cystamine treatments centers on neurological conditions that are progressive and long-term in nature, this study investigates the acute effects of cystamine. The findings presented here may suggest its potential application in mitigating neurological injury and disease, but further research to include long-term studies are needed. We evaluated cystamine for its neuroprotective efficacy in a rat model of cholinergic-induced status epilepticus and associated neurodegeneration caused by organophosphorus nerve agent exposure.
Organophosphorus nerve agents are potent, fast acting irreversible inhibitors of acetylcholinesterase, which, if left untreated, rapidly lead to a cholinergic crisis and fatality due to respiratory failure [11, 12]. In preclinical studies, exposure to a seizure-inducing dose of nerve agent, such as soman, resulted in long-term, progressive pathophysiology characterized by neurodegeneration, epileptogenesis, neuroinflammation, and neurological dysfunction [13–17]. This pathological progression is also demonstrated by the onset of status epilepticus, a condition marked by recurrent seizures that impede neurological recovery and exacerbate long-term damage [15, 16, 18]. Chen et al. (2012) [17] and Jett et al. (2020) [19] discussed findings in human and animal studies, where disruptions to the cholinergic system caused by nerve agent exposure is linked to increased levels of oxidative stress and persistent cognitive deficits such as impaired learning, memory loss, mood disturbances, and attention deficits. The current therapeutic standard of treatment for nerve agent exposure includes the muscarinic antagonist atropine, an oxime such as 2-pralidoxime, and a first-line benzodiazepine such as midazolam or diazepam [20, 21]. Although this therapeutic strategy increases survival, delayed treatment, which is anticipated in a mass casualty event, may result in benzodiazepine refractory status epilepticus and failure to fully protect against the neuroinflammation and neurodegeneration induced by status epilepticus [22–24]. These events underscore the need for improved medical and public health preparedness, particularly in mass casualty scenarios.
Considering current drug limitations and lack of approved neuroprotectants to mitigate the secondary neurodegeneration that follows nerve agent exposure, we evaluated the potential neuroprotective efficacy of the aminothiol cystamine as a novel adjunct to midazolam against soman-induced status epilepticus in rats. The organophosphorus nerve agent soman was used to assess the neuroprotective efficacy of cystamine, since in preclinical models, exposure to a lethal dose of soman consistently induces seizure [24, 25] and seizure-associated brain damage [26, 27]. Soman’s rapid induction of seizure activity makes it more reliable for neuroprotection studies compared to nerve agent VX, which although highly toxic, has less consistent SE compared to soman [24, 28]. In addition, the most effective anticonvulsant drugs in soman-induced seizures are either equally or more effective in treating seizures induced by other nerve agents (tabun, sarin, cyclosarin, VX) [24], suggesting therapies effective against soman may be broadly applicable to other nerve agents. Soman is difficult to treat since it undergoes a rapid “aging” process, within minutes [29], whereby nerve agent inhibited acetylcholinesterase (AChE) is converted to an inactive form, limiting the window for oxime reactivation. In addition, in rats exposed to soman, the U.S. fielded oxime pralidoxime chloride (2-PAM) afforded no protection [30].
Early control of nerve agent-induced seizure is critical for both survival and neuroprotection [24] as there is a time-dependent reduction in efficacy of benzodiazepines in terminating nerve-agent induced seizure [31, 32]. Our laboratory developed a preclinical rat model of soman-induced seizure to evaluate therapies to treat SE, epileptogenesis and associated neurodegeneration [18, 33–36]. Soman’s reliability in producing severe, benzodiazepine-resistant SE in rats makes it particularly valuable for studying neuroprotection in refractory SE scenarios. In sum, the well characterized preclinical rat model of soman-induced SE results in benzodiazepine refractory SE and severe neuropathology, making it a reliable and rigorous model for testing therapeutics against cholinergic-induced seizure and associated neurodegeneration. Animal studies conducted in our laboratory using this preclinical model, along with evidence in literature suggests that aminothiols may serve as promising novel adjunctive therapies for counteracting nerve-induced neurodegeneration, neuroinflammation, and epileptogenesis.
MATERIALS AND METHODS
Animals
Adult male Sprague Dawley rats (276–300 g; Charles River Laboratories; Kingston, NY, United States) were pair-housed upon arrival and then housed in individual cages at the time of surgery. Animals were kept in temperature and humidity-controlled quarters with food and water available ad libitum. Rooms were set on a standard 12:12 h light-dark cycle (lights on at 0600) and rats were weighed daily (M-F) with exception of weekends and federal holidays. The experimental protocol was approved by the Animal Care and Use Committee at the United States Army Medical Research Institute of Chemical Defense, an AAALAC accredited facility, and all procedures were conducted in accordance with the principles stated in the Guide for the Care and Use of Laboratory Animals and the Animal Welfare Act of 1966 (P.L. 89–544), as amended.
Telemetry transmitter implantation for electroencephalographic recording
Rats were implanted subcutaneously (SC) with electroencephalographic (EEG) telemetry transmitters. For pain management, rats were pretreated with meloxicam (1 mg/kg, SC; Patterson Veterinary; St. Paul, MN, United States) prior to being anesthetized with isoflurane (Patterson Veterinary; 5% chamber induction, 1–5% maintenance with 0.5–10 L/oxygen). Once rats were secured in a Kopf stereotaxic apparatus (David Kopf Instruments, Tujunga, CA, United States), four stainless steel screw electrodes were implanted cortically through the skull 2 mm from each side of the midline at 2 mm anterior and 4 mm posterior to bregma. HD-S02 or F40-EET transmitters (Data Sciences International [DSI], Inc., St. Paul, MN, United States) were implanted SC, with the ends of the four stainless-steel wires wrapped around each screw electrode. Electrodes and wrapped wires were secured in place with self-curing dental acrylic (Ortho-Jet™, Lang Dental Manufacturing Company, Inc., Wheeling, IL, United States). Buprenorphine sustained release (SR) or extended release (ER) (1.2 mg/kg, SC; ZooPharm, Laramie, WY, United States) was administered as a post-operative analgesic immediately after removal from anesthesia. Rats were given food pellets dissolved in water with a few grains of sugar to aid with post-operative recovery and at least 1 week of surgical recovery prior to experimentation. EEG activity was continuously recorded using the Ponemah V6 or Dataquest Art Acquisition (digitized at 500 Hz, DSI, Inc.).
Agent exposure and treatments
Rats were exposed to saline (Hospira; Lake Forest, IL, United States) or a seizure-inducing dose of soman (GD; 0.5 mL/kg, 236.2 μg/mL, SC; obtained from the United States Army Combat Capabilities Development Command Chemical Biological Center; Aberdeen Proving Ground, Gunpowder, MD, United States) then treated with an admix of atropine sulfate (ATS; 2 mg/kg, IM; Sigma-Aldrich; St. Louis, MO, United States) and asoxime dimethanesulfonate (HI-6 in DMS; 118.5 mg/kg, IM, Kalexyn Medicinal Chemistry, Kalamazoo, MI, United States) 1 min after exposure, followed by midazolam (3 mg/kg, SC; Hospira) 30 min after seizure onset. In our study, we administered a dose of 1.2 LD50 soman which is approximately the LD90 for subcutaneous exposure in untreated adult male rats (data generated in our laboratory) [37]. The ATS and HI-6 admix treatments were administered to simulate the standard medical response following exposure and to increase survival. Controls (No GD) did not receive the admix. EEG recordings were monitored in real time to identify the onset of seizure defined as rhythmic, high amplitude spikes (>2 × baseline values) lasting ≥10 s.
Cystamine (10 or 50 mg/kg, IP) or vehicle was administered 30 min after seizure onset and again 4 h later. The experimental setup consisted of four groups: control (No GD, n = 14), midazolam (GD/MDZ/VEH, n = 14), midazolam-cystamine 10 mg/kg (GD/MDZ/CYS10, n = 7), and midazolam-cystamine 50 mg/kg (GD/MDZ/CYS50, n = 10). Cystamine given at doses of 10 and 50 mg/kg were previously shown to be neuroprotective in rodents (10, 50, and 100 mg/kg [38]; 30 and 60 mg/kg [39]). Both studies administered cystamine repeatedly over multiple weeks. For the present study, we gave a single additional dose of cystamine. Seven out of the fourteen rats in the control group and eight out of the fourteen rats in the midazolam group are historical controls. Three rats from the control (No GD) group had nonfunctional transmitters (no remaining battery life) and were excluded from temperature, activity, and power band analysis. Histological analysis for NeuN was performed for a subset of n = 11 rats in the control (No GD) group. Histological analysis for Iba1 was performed for a subset of n = 11 rats in the control (No GD) group. Data missing values because of death, include one rat in the cystamine (10 mg/kg) group that died after nerve agent exposure before receiving the second treatment and was excluded from all data analysis. One rat in the cystamine (10 mg/kg) group was euthanized early for humane endpoint 4 days after exposure and excluded from body weight, spontaneous recurrent seizures (SRS), activity, and neuropathological analysis. One rat in the cystamine (50 mg/kg) group did not survive to 24 h and was excluded from all analysis except toxic signs and power integral.
Analysis of EEG seizure and behavioral seizure
Continuous recording of EEG, temperature, and activity data were recorded using the Ponemah software (DSI, Inc.) and Dataquest Art Acquisition (DSI, Inc.) for subjects with HD-S02 and F40-EET transmitters. Home cages were placed on RPC-1 PhysioTel receivers (DSI, Inc.), where baseline EEG was recorded at least 1 day prior to exposure and continuously for 14 days after exposure. The EEG power spectrum was divided into delta (0.1–4.0 Hz), theta (4.1–8.0 Hz), alpha (8.1–12 Hz), beta (12.1–25 Hz), and gamma (25.1–50 Hz) bands. The mean power was calculated for each band (see de Araujo Furtado et al., 2009 for methods) [40] and integrated in 10-min bins. Calculation of the EEG power integral to measure seizure severity was determined by taking the average of power spectra of each hour period using a customized MATLAB algorithm and applying a formula {decibels = 10*[Log(V2sample/V2baseline)]}*60 min, resulting in decibels/h (see Niquet et al., 2016 and Lumley et al., 2019 for methods) [41, 42]. The frequency range was 0.1–100 Hz, with the data representing the full spectrum and the ratio of EEG power in specific time periods after onset of SE or treatment. Noldus Observer XT (Noldus Information Technology Inc., Leesburg, VA, United States) was used for real-time monitoring and to input behavioral seizure continuously for 2 h after exposure and then every 30 min until close of business. A modified Racine scale [43] was used to score behavioral seizures, comprised of the following five stages: 1, masticatory movements; 2, head myoclonus; 3, limb clonus and/or tonus; 4, forelimb clonus with rearing; 5, rearing and falling and/or tonic-clonic convulsions. EEG was also monitored throughout this observation period. Additional sterile saline (5 mL, SC) treatments and food pellets dissolved in water with grains of sugar were provided 1-2 times daily to aid with weight recovery and dehydration for the first 3-4 days after exposure.
Neuropathology assessments
Two weeks after soman exposure, rats were deeply anesthetized with sodium pentobarbital (75 mg/kg, 1.0 mL, IP; Euthasol, Virbac or Fatal-Plus, Patterson Veterinary) and then transcardially exsanguinated with 0.9% heparinized saline in 0.1 M phosphate buffer (PB; FD Neurotechnologies, Columbia, MD, United States), followed by 4% paraformaldehyde in 0.1 M PB (FD Neurotechnologies) for tissue fixation. Following perfusions, brains were removed and post-fixed in 4% paraformaldehyde for 6 h at 4–8°C then cryoprotected in 20% sucrose (FD Neurotechnologies) in PB for up to 1 week. Brains were later flash frozen at −70°C in preparation for sectioning and staining. Brain tissue was sectioned coronally at 30 µm and stained with mature neuronal marker NeuN (mouse anti-NeuN IgG 1:1000; Millipore, Billerica, MA, United States) or microglial marker ionized calcium-binding adaptor molecule 1 (Iba1; rabbit antiIba1 IgG 1:10,000; Wako Chemicals, Richmond, VA, United States). Processing for the stains was conducted by FD Neurotechnologies. Viable neurons were quantified through analysis of NeuN-positive (NeuN+) cells and neuroinflammation was quantified through analysis of Iba1-positive (Iba1+) cell density and cell body-to-size ratio in the following brain regions, which our laboratory and others [21, 33, 36] previously observed soman-induced neurodegeneration: layer 3 of the piriform cortex, CA1 of the hippocampus, amygdala, medial thalamus, and lateral thalamus.
An Olympus brightfield microscope and VSI slide scanning software were utilized to obtain images of slides. NeuN-stained coronal sections (30 μm, scanned at ×10 magnification, slides between Bregma −2.40 to −3.24 mm) were analyzed using ImagePro v7.0 (Media Cybernetics, Inc., Rockville, MD, United States) to evaluate NeuN-positive (NeuN+) cell density and density values (areas measured in µm) were obtained using automated counts. Inverted contrast was applied to aid in the visualization and counting of NeuN+ cells. StereoInvestigator (MBF Biosciences, Williston, VT, United States) was utilized to manually count NeuN+ cell densities in the highly dense region of the CA1 of the hippocampus. Iba1-stained coronal sections (30 μm, scanned at ×20 magnification, slides between Bregma −2.40 to −3.24 mm) were analyzed in ImageJ (National Institutes of Health, NIH, Bethesda, MD, United States) for Iba1-positive (Iba1+) cell density and Iba1+ cell body-to-size ratio to evaluate microglial activation. Control (No GD) subjects served as comparisons for neuropathology evaluation; subjects that did not survive until study endpoint of 14 days after exposure were excluded from neuropathological analysis.
Data analysis
Statistical analyses were performed using SPSS (IBM Inc. Armonk, NY, United States) and graphs generated using Prism GraphPad 10 (Dotmatics; Boston, MA, United States). For group comparisons of body weight, temperature, activity, EEG power band, and EEG power integral, repeated measures analysis was used followed by an analysis of variance with a Tukey’s test. For comparisons of initial seizure duration, NeuN+ density, and Iba+ density and ratio, a one-way ANOVA was done followed by Tukey’s test. Treatment effect on median latency to SRS onset was determined with a Kaplan-Meier analysis. The effect of treatment on the endpoint percent of subjects that developed SRS was determined using a binary logistic regression analysis followed by a Chi-Square Fisher’s exact test. The effect of group on the number of SRS occurrences was determined based on a negative binomial model. Behavioral seizure score was analyzed using a Kruskal-Wallis test.
RESULTS
Body weight, body temperature, and home cage activity after soman exposure
Five out of the seven rats treated with the 10 mg/kg dose and nine out of the ten rats treated with the 50 mg/kg of cystamine survived exposure to soman. All rats that received midazolam monotherapy survived exposure to soman and only surviving historical rats were included. All soman-exposed groups experienced a reduction in body weight within 24 h of exposure (p < 0.05; Supplementary Figure S1). Body weight in soman-exposed rats that received cystamine (50 mg/kg) as adjunct to midazolam did not differ from control rats in body weight by post-exposure day 3, whereas those that received midazolam monotherapy weighed less than control rats until 1 week after exposure. Following soman exposure, rats experienced a decline in body temperature in the first few hours after exposure, with temperatures stabilizing close to baseline levels after approximately 36–42 h after exposure (Figure 1). While all three soman-exposed groups experienced a drop in body temperature following exposure, the temperatures of the group that received 50 mg/kg of cystamine returned to baseline within 18 h of exposure while those that received 10 mg/kg of cystamine returned within 26 h, and those that received midazolam monotherapy returned within 37 h of exposure (p < 0.05). In addition, rats treated with cystamine (50 mg/kg) and midazolam had higher temperature compared to midazolam monotherapy, from 18–44, 46–48 and at 56 h after soman exposure. The group that received 10 mg/kg of cystamine returned to baseline within 29 h.
[image: Line graph showing temperature changes over time from exposure in four groups: Control (No GD), CD/MOZ/NEH, GD/MOZ/CY550, and GD/MOZ/NEH. Temperatures initially decrease before gradually increasing. The x-axis represents time from exposure in hours, and the y-axis represents temperature in degrees Celsius.]FIGURE 1 | The effect of cystamine treatment on body temperature in adult male rats exposed to soman. Rats exposed to soman were treated with atropine sulfate and HI-6 1 minute after exposure and with midazolam (GD/MDZ/VEH) with or without 10 mg/kg cystamine (GD/MDZ/CYS10) or 50 mg/kg cystamine (GD/MDZ/CYS50) 30 min and 4 h after seizure onset. In all soman-exposed groups, body temperature was reduced within a few hours compared to baseline and to Control (No GD). The GD/MDZ/CYS50 group had lower body temperature at 1 h and 2 h compared to the GD/MDZ/VEH group (p < 0.05), yet recovered body temperature more rapidly; from 18 to 44 h, 46–48 h, and 56 h after exposure. The GD/MDZ/CYS50 rats had significantly higher body temperature compared to GD/MDZ/VEH (p < 0.05). In addition, the GD/MDZ/CYS50 group returned to baseline temperature by 18 h, the GD/MDZ/CYS10 within 26 h and the GD/MDZ/VEH within 37 h after exposure. n = 11 for Control (No GD), n = 14 for GD/MDZ/VEH, n = 6 for GD/MDZ/CYS10, n = 9 for GD/MDZ/CYS50. Data are shown as mean ± SD.
Home cage activity increased in the dark cycle of soman-exposed rats treated with either midazolam or with the lower dose of cystamine (10 mg/kg), compared to control (No GD) rats (p < 0.05; Supplementary Figure S2). Significance was found in rats treated with cystamine (10 mg/kg) during the dark cycle on days 8 and 9 and in rats treated with midazolam-only on days 10 and 11 following exposure compared to controls. Rats that received midazolam and cystamine (10 mg/kg) also had increased activity on days 2-3 after exposure. In contrast, activity in rats treated with the higher dose of cystamine (50 mg/kg) as adjunct to midazolam did not differ from control.
Behavioral seizure, EEG seizure activity, power integral, and epileptogenesis
All soman-exposed adult rats experienced moderate-to-severe behavioral seizure within minutes of exposure. Animals exhibited behavioral seizure corresponding to stages 4-5 within the first hour following exposure and signs persisted at stages 2-3 over the 6-h period after exposure. Neither dose of cystamine dose as adjunct with midazolam reduced severity of behavioral seizures shortly after treatment compared to midazolam monotherapy; however, the 50 mg/kg dose of cystamine had significantly reduced behavioral seizure scores at the 210-min time point (p < 0.05). Acute (24 h) seizure duration and EEG power integral were monitored in adult rats that had received telemetry implants 7–10 days prior to soman exposure. Among rats treated with the cystamine, the duration of initial seizures during the first 24 h was significantly reduced compared to midazolam-only treated rats, with the 50 mg/kg dose showing the greatest reduction (p < 0.001; Figure 2A). In addition, the 50 mg/kg dose of cystamine reduced EEG power integral 6 h post-treatment when compared to midazolam alone (p < 0.001; Figure 2B).
[image: Bar graphs displaying data on seizure duration and power integral related to different treatment groups. Graph (A) shows seizure duration in minutes for three groups: GD/MDZ/VEH, GD/MDZ/CYS10, and GD/MDZ/CYS50, with GD/MDZ/CYS50 showing the least duration. Graph (B) presents power integral in decibels per hertz across three time points: SE, 1 hour later, and 6 hours later. Significant differences among groups are indicated by asterisks for both graphs.]FIGURE 2 | The effect of cystamine treatment on initial seizure duration and power integral in adult male rats exposed to soman. Rats exposed to soman were treated with atropine sulfate and HI-6 1 minute after exposure and with midazolam (GD/MDZ/VEH) with or without 10 mg/kg cystamine (GD/MDZ/CYS10) or 50 mg/kg cystamine (GD/MDZ/CYS50) 30 min and 4 h after seizure onset. (A) Adult male rats exposed to soman and treated with the cystamine (10 or 50 mg/kg) had reduced duration of initial seizures during the first 24 h compared to midazolam-treated rats (***p < 0.001; **p < 0.01). n = 14 for GD/MDZ/VEH, n = 6 for GD/MDZ/CYS10, n = 9 for GD/MDZ/CYS50. (B) Comparison of power integral at SE onset, 1 h after treatment, and 6 h after treatment. Power integral is averaged over 10 min time bins. Of the cystamine groups, neither showed differences from midazolam monotherapy at 1 h. Only the 50 mg/kg dose showed a significant reduction in the EEG power integral at the 6 h post-treatment period compared to midazolam monotherapy and compared to the lower cystamine dose (***p < 0.001). n = 14 for GD/MDZ/VEH, n = 6 for GD/MDZ/CYS10, n = 10 for GD/MDZ/CYS50. Data are shown as mean ± SD.
The percent of relative change from baseline levels in the power of (A) delta power band (0.1–4 Hz), (B) gamma power band (25.1–50 Hz), and (C) full spectrum power band are shown in Figure 3. All soman-exposed rats had an increase in percent change from baseline levels in delta power band (p < 0.05). Midazolam monotherapy delta levels returned to Control (No GD) levels briefly at 1240–1250, and 1270 min after exposure but otherwise had increased change from Control (No GD) levels for the full 24 h following exposure (p < 0.05). Rats treated with the 50 mg/kg dose of cystamine, when compared to midazolam monotherapy, had a greater initial increase in delta power band levels at 20, 50, and 110–170 min after exposure (p < 0.05) but had reduced change compared to midazolam monotherapy at 280–880 min after exposure (p < 0.05). All soman-exposed rats had an initial reduction in percent change in gamma power band compared to Control (No GD) levels (p < 0.05). Change in gamma power band levels for rats treated with the 50 mg/kg dose of cystamine was increased compared to midazolam monotherapy at 260–1070, 1140–1150, 1210, 1230, 1260–1270, 1300, 1320, 1340–1350, 1370, 1400, 1420, and 1440 min after exposure (p < 0.05). All soman-exposed rats had an initial increase in full spectrum power band compared to Control (No GD) levels (p < 0.05). Rats treated with the 50 mg/kg dose of cystamine returned to Control (No GD) levels earlier (at 170 min after exposure) than other treatment groups (p < 0.05); cystamine (10 mg/kg) treatment returned to Control (No GD) levels at 720 min after exposure (p < 0.05) and midazolam monotherapy treatment group returned to Control (No GD) levels at 1100 min after exposure (p < 0.05). Change in full spectrum power band levels was significantly reduced for rats treated with cystamine 50 mg/kg compared with midazolam monotherapy, 140–1070 min after soman exposure (p < 0.05).
[image: Three line charts depict changes in physiological metrics over time after two treatments. Chart A shows percentage change in withdrawal reflex. Chart B illustrates percentage change in grooming behavior. Chart C displays percentage change in food consumption. Each chart uses distinct color-coded lines representing different groups: control, GM1, GM1/Cyclosporin A, and GM2/Cyclosporin A. Arrows indicate the timing of the first and second treatments. Error bars denote variability across observations, and the X-axis measures time in minutes. Differences among groups are observed across all metrics.]FIGURE 3 | The percent of relative change from baseline levels in the power of (A) delta band (0.1–4 Hz), (B) gamma band (25.1–50 Hz), and (C) total power spectra was calculated for soman-exposed rats that received midazolam (GD/MDZ/VEH) or cystamine as adjunct to midazolam (GD/MDZ/CYS10; GD/MDZ/CYS50). The GD/MDZ/CYS50 group had reduced change in delta band activity, increased change in gamma band, and reduced change in total EEG power spectra compared to soman-exposed rats that received midazolam (GD/MDZ/VEH). (A) For delta p < 0.05 in comparison of Control (No GD) vs. GD/MDZ/CYS50 at 10–220, 250, 290, 600–610, 650, 720–770, 800–1000, 1020–1200, 1230, and 1380–1440 min after exposure; GD/MDZ/VEH vs. GD/MDZ/CYS50 at 20, 50, 110–170, 280–880, 960–970, and 990–1000 min after exposure. (B) For gamma p < 0.05 in comparison of Control (No GD) vs. GD/MDZ/CYS50 at 10–20, 40–190, 400, 460–480, 500, 680–690, 790, and 850–870 min after exposure; GD/MDZ/VEH vs. GD/MDZ/CYS50 at 260–1070, 1140–1150, 1210, 1230, 1260–1270, 1300, 1320, 1340–1350, 1370, 1400, 1420, and 1440 min after exposure. (C) For full spectrum p < 0.05 in comparison of Control (No GD) vs. GD/MDZ/CYS50 at 10–130 and 150–160 min after exposure; GD/MDZ/VEH vs. GD/MDZ/CYS50 at 140–1070 min after exposure. n = 11 for Control (No GD), n = 14 for GD/MDZ/VEH, n = 6 for GD/MDZ/CYS10, n = 9 for GD/MDZ/CYS50.
Continuous monitoring of EEG data for the 14-day duration following soman exposure allowed for detection of spontaneous recurrent seizures (SRS). Rats that received the 50 mg/kg cystamine dose adjunct with midazolam had a lower number of SRS events compared to rats treated with the monotherapy and 10 mg/kg dual therapy 14 days after exposure (p < 0.001; Figure 4A). All treatment groups contained at least one subject that developed SRS approximately 4–6 days after exposure. While 100% of rats in the 10 mg/kg dual-therapy group developed SRS, the 50 mg/kg dual-therapy group had a substantial reduction in incidence, with only about 22% of rats affected (p < 0.01; Figure 4B).
[image: Box plot and line graph showing the effects of different treatments on SAS incidence. (A) Box plot compares number of SAS among three groups: GD/MDZ/VEH, GD/MDZ/CYS10, and GD/MDZ/CYS50, with significant differences indicated by asterisks. (B) Line graph shows percentage with SAS over 14 days among the same groups, with GD/MDZ/CYS50 showing the lowest percentage (22%) and GD/MDZ/VEH the highest (100%). Statistical significance is marked by asterisks.]FIGURE 4 | The effect of cystamine on the development of spontaneous recurrent seizures (SRS) following soman exposure in adult male rats. Rats exposed to soman were treated with atropine sulfate and HI-6 1 minute after exposure and with midazolam (GD/MDZ/VEH) with or without 10 mg/kg cystamine (GD/MDZ/CYS/10) or 50 mg/kg cystamine (GD/MDZ/CYS50) 30 min and 4 h after seizure onset. (A) Rats in the GD/MDZ/CYS50 group had fewer SRS occurrences compared to the GD/MDZ/VEH group and GD/MDZ/CYS10 group (***p < 0.001). n = 14 for GD/MDZ/VEH, n = 5 for GD/MDZ/CYS10, n = 9 for GD/MDZ/CYS50. (B) Onset of epileptogenesis is shown over a 14-day period from exposure. An effect of group was found on the median onset of SRS when comparing the GD/MDZ/CYS50 group to the GD/MDZ/VEH group (p < 0.01). The GD/MDZ/CYS50 group had a smaller percentage of rats that developed SRS compared to GD/MDZ/VEH and to GD/MDZ/CYS50. %SRS (**p < 0.01 at final % of animals with SRS). n = 14 for GD/MDZ/VEH, n = 5 for GD/MDZ/CYS10, n = 9 for GD/MDZ/CYS50.
Neuronal loss and microglial activation after soman exposure
Neuronal loss was demonstrated by a lower density of NeuN+ cells. Exposure to soman led to varying degrees of neuronal loss in the regions of interest across all groups (Figure 5A). Adjunct treatment with the 50 mg/kg cystamine dose significantly reduced neuronal loss in the CA1, amygdala, medial thalamus, and the lateral thalamus, compared to midazolam monotherapy (p < 0.01, p < 0.001). The 10 mg/kg dose did not afford significant neuroprotection overall. Representative photomicrographs of NeuN-stained coronal sections visualize treatment group differences in the piriform cortex, CA1 region of the hippocampus, amygdala, medial thalamus, and lateral thalamus (Figure 5B). Sparsely stained areas reflect the absence of neurons and greater damage, in contrast to denser or darker-stained regions where neuronal populations were better preserved; this difference was most pronounced when comparing the brain regions of the 50 mg/kg cystamine and monotherapy groups.
[image: (A) Bar graph showing NeuN cell density across various brain regions: piriform, CA1, amygdala, medial thalamus (M. Thal), and lateral thalamus (L. Thal), comparing control and various treatment groups. (B) Microscopy images displaying NeuN staining in corresponding regions for control and treated groups.]FIGURE 5 | Soman exposure in adult male rats induced widespread neuronal loss in the piriform cortex, CA1 of the hippocampus, basolateral amygdala, medial thalamus (M. Thal), and lateral thalamus (L. Thal), shown here 2 weeks after exposure. Comparisons are made between Control (No GD), midazolam treatment (GD/MDZ/VEH), and combination midazolam and cystamine treatment groups (GD/MDZ/CYS10; GD/MDZ/CYS50). (A) Rats treated with the 50 mg/kg cystamine dose adjunct with midazolam had reduced neuronal loss in the CA1, amygdala, M. Thal, and L. Thal compared to midazolam monotherapy. Compared to GD/MDZ/VEH: **p < 0.01; ***p < 0.001. Compared to Control (No GD): ++p < 0.01; +++p < 0.001. n = 11 for Control (No GD), n = 14 for GD/MDZ/VEH, n = 5 for GD/MDZ/CYS10, n = 9 for GD/MDZ/CYS50. Data are shown as mean ± SD. (B) Representative photomicrographs of NeuN-stained coronal sections are shown at the 14-day endpoint depicting the piriform, CA1, amygdala, M. Thal, and L. Thal. Images are taken at ×10 magnification (scale bar = 200 µm).
An increase in Iba1+ cell density represents an increase in cell proliferation and an increase in cell body-to-size ratio represents the morphological changes that resident microglia undergo in response to seizure activity and central nervous system (CNS) damage. Varying degrees of microglial activation and proliferation were observed in animals treated with either the midazolam monotherapy or the midazolam-cystamine dual therapies based on qualitative observations of Iba1+ cell density and Iba1+ cell body-to-size ratio (Figures 6A,B). Adjunct treatment with the 50 mg/kg cystamine dose reduced soman-induced increase in Iba1+ cell density in the lateral thalamus compared to midazolam monotherapy (p < 0.01). This dose also decreased cell body-to-size ratio in the CA1 of the hippocampus compared to midazolam-treated rats after soman exposure (p < 0.01). The 10 mg/kg dose did not afford significant mitigation of microglial activation and proliferation. Representative photomicrographs of Iba1-stained coronal sections with a cresyl violet co-stain visualize treatment group differences in the piriform cortex, CA1 region of the hippocampus, amygdala, medial thalamus, and lateral thalamus (Figure 6C). An increased number of microglial cells and their aggregation, along with visibly enlarged cell bodies, indicate heightened activation in response to damage, whereas fewer cells with less density and reduced enlargement suggest attenuation of that response. This difference is most apparent when comparing the brain regions of the 50 mg/kg cystamine and monotherapy groups.
[image: Bar graphs (A and B) display mean intensities of specific proteins in brain regions: Piriform, CA1, Amygdala, Medial Thalamus, and Lateral Thalamus, comparing control and treated groups. Statistical significance is marked by asterisks. Panel C shows microscopic images of these regions, illustrating protein expression differences across control and experimental conditions labeled VEM1, CYS10, and CYS50, with varying staining intensity.]FIGURE 6 | Soman exposure in adult male rats induced a severe neuroinflammatory response in the piriform cortex, CA1 of the hippocampus, basolateral amygdala, medial thalamus (M.Thal), and lateral thalamus (L.Thal), demonstrated with Iba+-staining. Comparisons are made between Control (No GD), midazolam (GD/MDZ/VEH), and combination midazolam and cystamine treatment groups (GD/MDZ/CYS10; GD/MDZ/CYS50). The GD/MDZ/CYS50 group (A) attenuated soman-induced increase in microglia density in the L. Thal and (B) mitigated microglial activation in the CA1 compared to the GD/MDZ/VEH group (**p < 0.01). The 10 mg/kg dose did not demonstrate significant protection against neuroinflammatory responses. Compared to GD/MDZ/VEH: **p < 0.01; Compared to Control (No GD): +p < 0.05; +++p < 0.001. n = 11 for Control (No GD), n = 14 for GD/MDZ, n = 5 for GD/MDZ/CYS10, n = 9 for GD/MDZ/CYS50. Data are shown as mean ± SD. (C) Representative photomicrographs of Iba1-stained coronal sections with a cresyl violet counterstain are shown at the 14-day endpoint depicting the piriform, CA1, amygdala, M. Thal, and L. Thal. Images were taken at ×20 magnification (scale bar = 100 µm).
DISCUSSION
This study utilized a rodent model of soman-induced status epilepticus to investigate the therapeutic potential of an aminothiol in mitigating neurodegeneration. Compared to midazolam monotherapy, the midazolam and cystamine dual therapy demonstrated anti-seizure effects following soman exposure as observed in its reduction of initial time spent in seizure, fewer occurrences of SRS, reduced EEG power integral, and modulation of power band spectra, which may indicate reduced seizure severity. Furthermore, cystamine as adjunct to midazolam treatment ameliorated neuronal damage and suppressed microglial activation, which occurs following exposure to a seizure-inducing dose of soman in rodents [22, 36, 44, 45].
The higher dose of cystamine (50 mg/kg) in combination with midazolam was more effective than the lower dose (10 mg/kg) in reducing soman-induced status epilepticus, specifically by reducing the total time spent in initial seizures as well as a lower occurrence and percentage of rats that developed SRS, compared to midazolam monotherapy. The duration of initial seizure was associated with the extent of neurodegeneration, with less time in seizure resulting in less brain damage [16]. The development of SRS after soman exposure in rats treated with a benzodiazepine is associated with greater hippocampal damage compared to rats that do not develop SRS [46]. Greater suppression of soman-induced seizure duration and reduction in SRS development by cystamine (50 mg/kg) as an adjunct to midazolam likely contributed to reduced neuronal loss compared to rats treated with midazolam only. The longer time in seizure and high occurrences of SRS may have contributed to the greater neuropathology observed in animals that received the lower dose (10 mg/kg) of cystamine. In addition, attenuation of soman-induced increases in delta band activity, as observed in our findings with rats treated with the cystamine 50 mg/kg dose, corresponded to less neurodegeneration [47, 48]. It is important to note however, extensive neurodegeneration can still occur in the absence of recurrent seizures, possibly driven by mechanisms such as excitotoxicity from initial seizure events or inflammation that persists beyond the initial trauma after exposure [17].
Cystamine as adjunct therapy to midazolam reduced neurodegeneration in the CA1, amygdala, and regions of the thalamus. Immunohistochemical analysis of our findings showing reduced neuronal loss and reduced microglia proliferation activity in the CA1 of rats that received the 50 mg/kg dual treatment presents an intriguing insight about cystamine’s mechanism of action. The hippocampus, which encompasses the CA1 subregion, is one of the seizure-sensitive brain regions most vulnerable to severe neuronal damage after nerve agent exposure [24, 49, 50]. An excessive reactive microglial response, as observed in other models of nerve agent-induced toxicity [44], can exacerbate neurodegeneration, where these immune cells can contribute to neuronal injury through the release of pro-inflammatory cytokines and reactive oxygen species (ROS) [51, 52]. This aligns with broader observations in neurodegenerative disease such as Alzheimer’s and Parkinson’s disease, where chronic neuroinflammation and dysregulated glial activity are hallmarks of disease progression [53–55]. By reducing the degree of microglial activation in soman-exposed rats, it is possible that cystamine as an adjunct to midazolam is also reducing the exacerbation of neuronal degeneration. Although the current study shows promising results, its short-term duration (2 weeks) offers only a preliminary understanding. Further studies are needed to investigate the long-term neuroprotective effects of treatment with aminothiols cystamine and cysteamine in models of status epilepticus, as well as to assess the efficacy of sub-chronic and chronic treatment with aminothiols in these models. In addition, future studies would benefit from a larger sample size, especially in cases of reduced survivors to soman exposure.
The precise mechanism of action of cystamine is not fully understood, but evidence suggests its protective effects are largely indirect. Cystamine is rapidly metabolized into cysteamine, resulting in the accumulation of the cellular antioxidant cysteine [1, 56, 57]. The accumulation of cysteine (also proposed to be neuroprotective) supports the synthesis of glutathione, another powerful antioxidant that helps counteract oxidative stress via the neutralization of ROS [56, 58, 59]. Beyond its influence on antioxidant levels, cystamine metabolites are thought to interact with several neuroprotective pathways. Notably, cystamine has been shown to inhibit transglutaminase, an enzyme implicated in the neurodegenerative process and cell death, where it catalyzes the crosslinking of toxic protein aggregates during times of stress [60]. Additionally, cysteamine, the active form of cystamine, has been linked to an increase in BDNF levels, which has been shown to play a crucial role in neuronal survival and plasticity [2, 5, 6]. Interestingly, our laboratory previously observed that low dose exposure to the nerve agent O-ethyl-S-(2-diisopropylaminoethyl)-methylphosphonothiolate (VX) in mice increased BDNF in CA3 of the hippocampus and suggested that elevated BDNF may have been an adaptive response in this model [61]. Overall, it appears that cystamine potentially triggered a cascade of biochemical changes that collectively bolstered neuronal resilience against damage.
Our findings reinforce existing evidence of cystamine’s neuroprotective potential. Cystamine has demonstrated efficacy in other models of neurotoxicity, including 3-nitropropionic (3-NP), 6-hydroxydopamine (6-OHDA), and 1-methyl-4-phenyl-1,2,3,6-tetrahydropyridine (MPTP), which resulted in damage to the substantia nigra and striatum [6, 7, 9]. Like the brain regions examined in this study, substantia nigra and striatum are highly susceptible to severe neuronal damage following exposure [62–64]. For instance, in a 3-NP model, cystamine reduced striatal lesion size [7], while in 6-OHDA and MPTP preclinical models of Parkinson’s disease it mitigated neuronal loss in the substantia nigra and preserved dopaminergic projections to the striatum [9]. Moreover, cysteamine, an analog of cystamine, exhibited a dose-dependent protection of striatal dopaminergic neurons and substantia nigra neurons in a mouse model of neurodegeneration [6]. Comparable effects of cystamine treatment on neuroprotection were observed in our findings where viable neurons were preserved, and reactive microglia response was attenuated in seizure sensitive brain regions following soman exposure. Although the toxicity-induced models cited here differ in their mechanisms of toxicity from soman, there may be overlap in the secondary mechanisms of cell death such as oxidative stress, which may be protected by treatment with cystamine. Additionally, while the brain regions of interest we report here differ from those investigated in the aforementioned studies, they share susceptibility to neurotoxic damage, further supporting cystamine’s therapeutic potential across diverse neural systems and regions.
Neuronal injury often results in the integrity of the blood brain barrier (BBB) being compromised, as reported in epilepsy models from a multitude of etiologies [65] and in nerve agent animal models [66]. This phenomenon allows for the recruitment of peripheral immune cells in the brain with less resistance [67]. Despite this impairment of BBB integrity, the BBB itself is still a significant challenge to the clinical application of many neuroactive compounds. Cystamine, through its reduced form, cysteamine, has been reported to effectively cross the blood brain barrier, where it has been shown to enhance neuronal survival through its mitigation of mitochondrial dysfunction [1], which is central to the pathophysiology of many neurodegenerative conditions. Bousquet et al., (2010) [3] reports cystamine facilitates cysteamine brain transport as evidenced by their findings in determining the brain transport coefficient which indicates the degree of brain uptake. It is possible that infiltration of peripheral immune cells in the brain to assist with the neuroinflammatory response, coupled with cystamine’s neuroprotective mechanisms is why less neurodegeneration is observed in animals treated with the cystamine dual therapies. Further studies are needed to better understand cystamine’s long-term effects on the BBB in the context of nerve agent-induced status epilepticus as well as other neurodegenerative disease models.
Much of the existing research regarding organophosphorus nerve agents primarily focused on management of seizures and therefore limits attention to the underlying neurodegeneration, neuroinflammation, and excitotoxicity that can persist after exposure. Although our focus was on neuroprotective potential of cystamine, as an adjunct treatment with midazolam our present finding of reduced time in seizure and reduced incidence of SRS may have contributed to our observed neuroprotective findings in rats treated with cystamine and midazolam, over midazolam monotherapy. Whether the multi-faceted neuroprotective mechanisms of action of cystamine [1] provided added benefit over that of reduction in initial seizure requires further study. The neuroprotective efficacy of cystamine as adjunct to midazolam tested in this study against soman-induced toxicity offers a promising approach to this challenge and extends the current understanding of the neuroprotective potential of aminothiols. Managing oxidative stress caused by soman-induced toxicity with cystamine may reduce the overactivation of microglia, thereby limiting their potentially damaging effects and allowing for a more reparative neuroimmune response. Furthermore, since cystamine influences metabolic pathways, further research should explore whether treatments to endogenously enhance these natural processes might provide a sustained and multifaceted defense against cell death.
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Involvement of EGFR-AKT signaling in hemin-induced neurotoxicity
Hui-Ju Huang1, Yang-Jie Tseng2, I-Jung Lee3, Yu-Li Lo4* and Anya Maan-Yuh Lin1,2,5*
1Department of Medical Research, Taipei Veterans General Hospital, Taipei, Taiwan
2Ph.D. Program in Regulatory Science and Policy, National Yang-Ming Chiao-Tung University, Taipei, Taiwan
3Pharmaceutical Botany Research Laboratory, Yokohama University of Pharmacy, Yokohama, Japan
4Institute of Pharmacology, National Yang-Ming Chiao-Tung University, Taipei, Taiwan
5Department of Pharmacy, National Yang-Ming Chiao-Tung University, Taipei, Taiwan
* Correspondence: Yu-Li Lo, yulilo@nycu.edu.tw; Anya Maan-Yuh Lin, myalin@vghtpe.gov.tw, myalin@nycu.edu.tw
Received: 27 February 2025
Accepted: 24 April 2025
Published: 15 May 2025
Citation: Huang H-J, Tseng Y-J, Lee I-J, Lo Y-L and Lin AM-Y (2025) Involvement of EGFR-AKT signaling in hemin-induced neurotoxicity. Exp. Biol. Med. 250:10554. doi: 10.3389/ebm.2025.10554

Abstract
Intracerebral hemorrhage (ICH), as bleeding from ruptured vessels within the brain, is the second leading neuropathological problem following ischemic stroke. In the present study, the involvement of epithelial growth factor receptor (EGFR)-tyrosine kinase (TK) signaling underlying ICH-related neurodegeneration was investigated using afatinib, a clinically available EGFR-tyrosine kinase inhibitor (EGFR-TKI). We employed hemin (a breakdown product of hemoglobin) to mimic the pathophysiology of ICH in primary cultured cortical neurons. Using a lactate dehydrogenase (LDH) assay, incubation of hemin concentration- and time-dependently induced neuronal death. Simultaneous incubation of afatinib (10 nM) significantly inhibited hemin (30 μM)-induced neuronal death. Immunofluorescent data demonstrated that co-treatment of afatinib for 1 h attenuated hemin (30 μM)-induced elevation in phosphorylated-EGFR (p-EGFR) immunoreactivity and neurite impairment. Western blot assay demonstrated that co-incubation of afatinib for 16 h diminished hemin-induced elevation in p-EGFR and p-AKT, tumor necrosis factor-α and cyclooxygenase 2 (two proinflammatory biomarkers) as well as heme oxygenase-1 (HO-1, an enzyme catalyzing heme/hemin), glutathione hydroperoxidase 4 and receptor-interacting protein 3 (two biomarkers of ferroptosis and necroptosis). In addition, co-treatment of afatinib for 24 h inhibited hemin-induced NO production in the culture medium. In conclusion, our study shows that afatinib via blocking EGFR-AKT signaling inhibits hemin-induced EGFR-AKT activation, neuroinflammation, HO-1 expression and programed cell death, suggesting that EGFR-AKT signaling is involved in hemin-induced neurotoxicity and may be a druggable target for ICH.
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IMPACT STATEMENT
To find potential therapies for the secondary injury in ICH, the involvement of EGFR-TK signaling in ICH was investigated in vitro. We found that hemin induced neuronal death as well as EGFR-AKT activation, neuroinflammation, HO-1 expression, ferroptosis and necroptosis in primary cultured cortical neurons. Furthermore, afatinib, a clinically available EGFR-TK inhibitor, is capable of blocking hemin-induced EGFR-AKT activation and neurotoxicity. Our data suggest that EGFR-AKT signaling may be a druggable target for ICH.
INTRODUCTION
Intracerebral hemorrhage (ICH) is due to the rupture of blood vessels in the parenchyma. ICH reportedly induces primary and secondary brain injuries [1, 2]. The primary injury is initiated acutely by local pressure and mechanical damage due to hematoma in the brain. The secondary injury results from released blood which is degraded to blood derived products, including heme/hemin and iron. These blood-derived products reportedly induce oxidative injury, neuroinflammation and protein aggregation that lead to cell death [1, 3–5]. Current therapies for the primary injury include surgical removal of blood clots and drug treatment to reduce the elevated intracranial pressure [5]. Neuroprotective strategies toward the secondary injury are urged.
Cellular growth factors and its kinase pathways, such as epidermal growth factor receptor (EGFR) [6], have been used as cancer therapies for decades [7, 8] and are now proposed for central nervous system (CNS) neurodegenerative diseases [9, 10]. Physiologically, EGFR is involved in the developing nervous system by regulating growth, differentiation and repair [9]. In a healthy adult brain, EGFR is expressed in specific regions, such as the subventricular zone [11]. However, a clinical report showed intensive EGFR expression in the neurites in affected brain tissues of patients with Alzheimer disease (AD), suggesting an EGFR reactivation in response to insults [12]. In support of this notion, an Alzheimer’s pre-clinical study demonstrated that EGFR inhibitors ameliorated Aβ42-induced neurotoxicity [13]. Furthermore, both AG1478 (an EGFR antagonist) and C225 (anti-EGFR monoclonal antibody) reportedly reduced the expression of phosphorylated EGFR (p-EGFR), enhanced axonal outgrowth and promoted functional recovery in rats subjected to spinal cord injury (SCI) [14]. Moreover, AZD 3759, a blood brain barrier permeable EGFR-tyrosine kinase inhibitor (EGFR-TKI), was found to reduce the phosphorylated α-synuclein levels, a pathological biomarker of Parkinson’s Disease [10]. Our previous study showed that afatinib, a clinically available EGFR-TKI for lung cancer therapy, attenuated oxygen-glucose deprivation (OGD)-induced neuroinflammation in primary cultured astrocytes [15]. Accordingly, a pathological role of EGFR signaling is suggested in CNS neurodegenerative diseases.
Many studies have focused on the involvement of EGFR in ischemic stroke [16–18]. However, only one pre-clinical study demonstrated that AG1478 inhibited neuronal apoptosis in mice subjected to subarachnoid hemorrhage [19]. In the present study, the involvement of EGFR in the pathophysiology of ICH was investigated using hemin to mimic ICH-related neurotoxicity [20, 21]. Moreover, afatinib, via binding to the EGFR-ATP binding activation site [22], was repurposed to block hemin-induced EGFR activation and hemin-induced neurotoxicity in neurons to delineate the EGFR-AKT signaling in the pathophysiology of ICH.
MATERIALS AND METHODS
Chemicals
The chemicals used were hemin (Sigma, St. Louis, MO, United States) and afatinib (AdooQ Bioscience, Irvine, CA, United States). Hemin was dissolved in ammonia water and pH value was corrected to pH 7.4. Afatinib was dissolved in dimethyl sulfoxide (DMSO, Sigma) and diluted with DMEM or Neurobasal (NB, Thermo Fisher Scientific, Waltham, MA, United States) medium.
Animals
Twenty-three pregnant female Sprague-Dawley (SD) rats were supplied by BioLASCO Taiwan Co., Ltd. (Yilan, Taiwan). All animals (one rat/individually ventilated cage) were housed in an air-conditioned room (22 ± 2°C) on a 12 hr-light/dark cycle (07:00–19:00h light) and had free access to food and water. Pregnant female Sprague-Dawley (SD) rats of 17-day gestation were sacrificed by an overdose of Zoletil® (Virbac, Taiwan) to minimize pain or discomfort. Embryonic day 17 fetal rat brains obtained from pregnant female SD rats were used to prepare primary cultured cortical neurons. The use of animals and all experiments conducted were under approved protocols from the Institutional Animal Care and Use Committee (IACUC) of Taipei Veterans General Hospital, Taipei, Taiwan. The approval number is IACUC2022-235. All experiments were performed in accordance with relevant guidelines and regulations.
Primary culture of cortical neurons
Cerebral cortices of fetal rats were isolated and dissociated mechanically. The dissociated cells were suspended in the Basal Medium Eagle (BME, Thermo Fisher Scientific) medium containing 20% fetal bovine serum, and were seeded onto 35-mm culture dishes (IWAKI, Tokyo, Japan) with a density of 5 × 106 cells per dish. Afterwards, cells were maintained with serum-free Neurobasal medium supplemented with B27 (Thermo Fisher Scientific) in the incubator with 5% CO2 at 37°C. Four experimental treatments included vehicle (as control), hemin (30 μM), hemin (30 μM) plus afatinib (10 nM) and afatinib (10 nM).
Cytotoxicity assay
In brief, primary cultured cortical neurons were seeded on a 24-well plate. Concentration-dependent effects (10–60 μM) of hemin were performed for 16 and 24 h. The effect of afatinib was investigated 16 h after simultaneous addition of afatinib (10 nM) and hemin (30 μM). Cytotoxicity was determined by a Lactate Dehydrogenase (LDH) assay. The LDH released in the culture medium was assessed by adding β-nicotinamide adenine dinucleotide and sodium pyruvate (Sigma). LDH activity was determined by measuring the absorbance at 340 nm for 6 min using an enzyme-linked immunosorbent assay (ELISA) reader (TECAN Sunrise, Männedorf, Switzerland). The LDH activity of cells treated with 0.1% Triton X-100 was used as control set to 100%.
Western blots analysis
At the end of 16-h treatments, the cells were collected, washed with phosphate buffered saline (PBS), and lysed in a radioimmunoprecipitation assay (RIPA, Cell Signaling Tech., Beverly, MA, United States) lysis buffer containing 20 mM Tris HCl, 150 mM NaCl, 1% (v/v) NP-40, 1% (w/v) sodium deoxycholate, 1 mM ethylenediaminetetraacetates (EDTA), 0.1% (w/v) sodium dodecyl sulfate polyacrylamide (SDS) and 0.01% (w/v) sodium azide (pH 7.5) for 20 min on ice. Lysates were then centrifuged at 13,800xg for 10 min, and the protein concentrations of supernatants were determined by Pierce BCA Protein Assay Kit (Thermo Fisher Scientific). Protein samples (30 μg) were run on 12%–13.5% SDS-polyacrylamide gel electrophoresis and then transferred onto a polyvinylidene difluoride (PVDF, Bio-Rad, Hercules, CA, United States) at 100 V for 120 min. Blots were probed with primary antibodies including antibodies against p-EGFR/total-EGFR, p-AKT/total-AKT (Cell Signaling Tech.), Tumor necrosis factor (TNF)-α, Cyclooxygenase 2 (COX2), Heme oxygenase-1 (HO-1) (StressGen, Victoria, CA, United States), Glutathione hydroperoxidase 4 (GPX4) and Receptor-interacting serine/threonine-protein kinase 3 (RIP3) (Cell Signaling Tech.) overnight at 4°C. After incubation of primary antibodies, the membrane was washed and incubated with a secondary antibody for 1 h at room temperature. The secondary antibodies were horseradish peroxidase-conjugated secondary IgG (Chemicon, Temecula, CA, United States). The immunoreaction was visualized using Amersham Enhanced Chemiluminescence (Amersham Pharmacia Biotech, Piscataway, NJ, United States). After this measurement, the bound primary and secondary antibodies were stripped by incubating the membrane in stripping buffer (100 mM 2-mercaptoethanol, 2% SDS) at 50°C for 5 min. The membrane was reprobed with a primary antibody against β-actin (Millipore, Billerica, MA, United States).
Immunofluorescent staining
At the end of 1-hr treatments, the cells were fixed with 4% paraformaldehyde (Merck, Boston, MA, United States). Cells were then washed with 0.1 M PBS, incubated with 0.3% Triton X-100 (Sigma) and 1% goat serum (GS; Jackson ImmunoResearch, West Grove, PA, United States), and blocked with 3% GS for 60 min. Next, cells were processed for immunostaining using mouse monoclonal antibody specific for rat p-EGFR and microtubule-associated protein 2 (MAP-2, Millipore) in 1% GS-PBS at 4°C for 24 h. The cells were then incubated in fluorescein conjugated-IgG (FITC) (Jackson ImmunoResearch) and Texas Red dye-conjugated IgG fraction monoclonal mouse anti-biotin (Jackson ImmunoResearch) for 1 h at room temperature, mounted in glycerol (Merck). Controls consisted of omission of primary antibodies. The sections were visualized by a fluorescence confocal microscope (Olympus FluoView, Norfolk, VA, United States).
Nitric oxide (NO) production
At the end of 24-h treatments, the culture medium was collected to measure NO production. The culture medium was mixed with an equal volume of the Griess reagent (1% sulfanilamide, 0.1% N-(1-Naphthyl)ethylenediamine in 2.5% H3PO4) and incubated for 15 min at room temperature in the dark. Nitrite concentration was determined by measuring the absorbance at 550 nm using an ELISA plate reader (TECAN Sunrise, Männedorf, Schweiz).
Statistics
All data are expressed as the mean ± standard error of the mean (S.E.M.). The results were analyzed by one-way analysis of variance (one-way ANOVA) followed by the least significance difference (LSD) test as post-hoc method. The significance level was set at p < 0.05.
RESULTS
Afatinib attenuated hemin-induced neuronal death
To mimic the neurodegeneration in ICH, a hemin-induced neurotoxicity model was established in primary cultured cortical neurons. The LDH assay showed that incubation of hemin (10–60 μM) for 16 and 24 h increased neuronal death in time- and concentration-dependent manners (Figure 1A). The IC50 of hemin in primary cortical neurons was about 30 μM after 24-hr incubation. Co-incubation with afatinib (10 nM) for 16 h significantly attenuated hemin-induced cell death in primary cultured cortical neurons (Figure 1B), indicating that afatinib is capable of inhibiting hemin-induced neuronal death.
[image: Two bar graphs showing cytotoxicity percentages. (A) Compares cytotoxicity at hemin concentrations of 10, 30, and 60 micromolar at 16 and 24 hours, with higher cytotoxicity indicated by stars. (B) Shows cytotoxicity at 30 micromolar hemin alone and combined with 10 micromolar afatinib, with significant differences marked by a star and a hash symbol.]FIGURE 1 | Effects of afatinib on hemin-induced cytotoxicity. (A) Primary cultured cortical neurons were treated with hemin (10–60 μM) for 16 h and 24 h. (B) Primary cultured cortical neurons were treated with hemin (30 μM) plus afatinib (10 nM) simultaneously for 16 h. Cell death was measured by LDH assay. Values are the mean ± S.E.M. (n = 3/each group). *p < 0.05 statistically significant in the hemin groups compared with the control groups; #P < 0.05 in hemin plus afatinib compared with hemin alone by one-way ANOVA followed by the LSD test as post-hoc method.
Afatinib attenuated hemin-induced EGFR-AKT activation and morphological changes
The involvement of EGFR signaling in the hemin-induced neurotoxicity was investigated by measuring p-EGFR levels in primary cultured cortical neurons. We found that 1-h incubation of hemin (10–60 μM) concentration-dependently increased EGFR phosphorylation (Figure 2A). EGFR phosphorylation was evident when cells were treated with 30 μM hemin and maintained elevated with 60 μM hemin (Figure 2A). Similarly, incubation of hemin for 1 h significantly elevated p-AKT levels in a concentration-dependent manner (Figure 2B). Co-incubation of afatinib (10 nM) significantly attenuated hemin-induced EGFR phosphorylation (Figure 2C) and AKT phosphorylation (Figure 2D), indicating hemin indeed activated EGFR-AKT signaling in primary cultured cortical neurons.
[image: Western blot analysis showing the effects of hemin and afatinib on protein expression. (A) and (B) display relative protein density of p-EGFR and p-AKT with increasing concentrations of hemin. (C) and (D) show the effects of hemin combined with afatinib on the same proteins. β-Actin serves as a loading control. An asterisk indicates significant changes, while a hash symbol indicates significant reduction compared to control. Bars represent mean values with error bars indicating standard deviation.]FIGURE 2 | Effects of afatinib on hemin-induced EGFR-AKT activation. (A,B) Primary cultured cortical neurons were treated with hemin (10–60 μM) for 1 h (C,D) Primary cultured cortical neurons were treated with hemin (30 μM) plus afatinib (10 nM) for 1h. Western blot assay was employed to measure phosphorylated EGFR (p-EGFR) (A,C), and phosphorylated AKT (p-AKT) (B,D). Each lane contained 30 μg protein for all experiments. Graphs show statistical results from relative optical density of bands on the blots. Values are the mean ± S.E.M. (n = 3/each group). *p < 0.05 statistically significant in the hemin groups compared with the control groups; #P < 0.05 in hemin plus afatinib compared with hemin alone by one-way ANOVA followed by the LSD test as post-hoc method.
Furthermore, we investigated the effect of afatinib on hemin-induced morphological changes in primary cultured cortical neurons. Compared with the vehicle-treated cells, immunofluorescent staining data showed that hemin concentration-dependently (10–60 μM) increased p-EGFR immunoreactivity and damaged neurite outgrowth (Figure 3A). Incubation of hemin (10 μM) for 8 h did not cause significant changes in the neurite outgrowth. However, higher concentrations of hemin (30–60 μM) induced strong p-EGFR immunoreactivity. At the same time, hemin caused focal bead-like swellings, neuritic beading and discontinuities of neurites in primary cultured cortical neurons (Figure 3A). Co-incubation with afatinib (10 nM) attenuated hemin-induced elevation in p-EGFR immunoreactivity and impairment in neurite outgrowth (Figure 3B), suggesting that the EGFR signaling pathway is responsible for the hemin-induced damage to neurite outgrowth in primary cultured cortical neurons.
[image: Microscopic images of neuronal cells treated with varying concentrations of hemin and afatinib. Panel A shows cells with p-EGFR and MAP2 staining under hemin concentrations of 0, 10, 30, and 60 micromolar, with corresponding phase contrast images below. Panel B displays cells treated with hemin at 30 micromolar and afatinib at 0, 10, and 30 nanomolar, with similar staining and phase contrast images. Different colors indicate specific markers, and scale bars are visible.]FIGURE 3 | Effects of afatinib on hemin-induced impairment of neurite outgrowth. (A) Primary cultured cortical neurons were treated with hemin (10–60 μM) for 1 h. Representative immunofluorescent data show concentration-dependent damages of hemin on neurite outgrowth. (B) Primary cultured cortical neurons were treated with hemin (30 μM) plus afatinib (10 nM) for 1 h. The neurites were immunostained with phosphorylated EGFR (p-EGFR) and MAP-2. Calibration: 10 μm. The results were duplicated.
Afatinib attenuated hemin-induced neuroinflammation, HO-1 expression and programmed cell death
To further confirm the involvement of EGFR-AKT signaling in ICH, afatinib was employed to block hemin-induced activation of EGFR-TK signaling and related neurotoxicity. First, we established hemin-induced neuroinflammation in primary cultured cortical neurons. Western blot assay showed that a 16-hr incubation of hemin concentration-dependently (10–60 μM) increased TNF-α (Figure 4A) and COX2 protein levels (Figure 4B) in primary cultured cortical neurons. Co-incubation with afatinib (10 nM) prevented hemin (30 μM)-induced elevations in TNF-α (Figure 4C) and COX2 (Figure 4D) as well as NO production in the culture medium of treated neurons (Figure 4E), suggesting that afatinib is capable of reducing hemin-induced neuroinflammation. At the same time, we investigated the effect of afatinib on HO-1 expression (an enzyme catalyzing hemin). Western blot assay showed that a 16-h incubation of hemin (10–60 μM) increased HO-1 levels (Figure 5A). Co-incubation with afatinib (10 nM) prevented hemin (30 μM)-induced elevation in HO-1 (Figure 5B), suggesting that afatinib is capable of reducing hemin-induced HO-1 expression.
[image: Western blot analysis and bar graphs show how hemin and afatinib affect protein expression and nitric oxide (NO) production. Panel A: TNF-α expression increases with higher hemin concentrations. Panel B: COX2 expression also increases with higher hemin concentrations. Panel C: Afatinib reduces TNF-α expression at 30 µM hemin. Panel D: Afatinib reduces COX2 expression at 30 µM hemin. Panel E: NO production decreases with afatinib at 30 µM hemin. β-Actin serves as a loading control. Data suggests afatinib moderates hemin-induced expression and NO production. Asterisks and hashtags indicate statistical significance.]FIGURE 4 | Effects of afatinib on hemin-induced neuroinflammation. (A, B) Primary cultured cortical neurons were treated with hemin (10–60 μM) for 16 h. (C,D) Primary cultured cortical neurons were treated with hemin (30 μM) plus afatinib (10 nM) for 16 h. Western blot assay was employed to measure TNF-α (A,C) and COX2 (B,D). Each lane contained 30 μg protein for all experiments. Graphs show statistical results from relative optical density of bands on the blots. (E) Primary cultured cortical neurons were treated with hemin (30 μM) plus afatinib (10 nM) for 24 h. The levels of NO in culture medium were measured using Griess reaction. Values are the mean ± S.E.M. (n = 3/each group). *p < 0.05 statistically significant in the hemin groups compared with the control groups; #P < 0.05 in hemin plus afatinib compared with hemin alone by one-way ANOVA followed by the LSD test as post-hoc method.
[image: Western blot analysis with graphs shows the effect of hemin and afatinib on HO-1 and β-Actin expression. Panel (A) compares different concentrations of hemin (0, 10, 30, 60 µM) on protein density. Panel (B) examines the combination of hemin (30 µM) and afatinib (10 nM). β-Actin serves as a loading control at 43 kDa. Significant increases in HO-1 protein density occur with hemin at 30 and 60 µM and with hemin plus afatinib, indicated by asterisks and a hash symbol.]FIGURE 5 | Effects of afatinib on hemin-induced HO-1 expression. (A) Primary cultured cortical neurons were treated with hemin (10–60 μM) for 16 h. (B) Primary cultured cortical neurons were treated with hemin (30 μM) plus afatinib (10 nM) for 16 h. Western blot assay was employed to measure HO-1. Each lane contained 30 μg protein for all experiments. Graphs show statistical results from relative optical density of bands on the blots. Values are the mean ± S.E.M. (n = 3/each group). *p < 0.05 statistically significant in the hemin groups compared with the control groups; #P < 0.05 in hemin plus afatinib compared with hemin alone by one-way ANOVA followed by the LSD test as post-hoc method.
The cell death mechanisms underlying hemin-induced neurotoxicity were investigated by measuring GPX4 (a biomarker of ferroptosis) and receptor-interacting protein 3 (RIP3, a biomarker of necroptosis). Western blot assay demonstrated that hemin concentration-dependently (10–60 μM) reduced GPX4 (Figure 6A) and increased RIP3 (Figure 6B). Co-incubation with afatinib (10 nM) inhibited the hemin (30 μM)-induced reduction in GPX4 (Figure 6C) and elevation in RIP3 (Figure 6D). These data indicate that afatinib is capable of reducing hemin-induced ferroptosis and necroptosis.
[image: Western blot analysis showing the effect of hemin and afatinib on protein expression. (A) GPX4 expression decreases with increasing concentrations of hemin. (B) RIP3 expression shows reduced density with hemin. (C) GPX4 expression at different concentrations of hemin and afatinib, showing further decrease. (D) RIP3 expression with hemin and afatinib, showing variation. Beta-Actin is used as a loading control. Data are represented with bar graphs indicating relative protein density. Statistical significance is noted with asterisks and hashtags.]FIGURE 6 | Effects of afatinib on hemin-induced programmed cell death. (A,B) Primary cultured cortical neurons were treated with hemin (10–60 μM) for 16 h. (C,D) Primary cultured cortical neurons were treated with hemin (30 μM) plus afatinib (10 nM) for 16 h. Western blot assay was employed to measure GPX4 (A,C) and RIP3 (B,D). Each lane contained 30 μg protein for all experiments. Graphs show statistical results from relative optical density of bands on the blots. Values are the mean ± S.E.M. (n = 3/each group). *p < 0.05 statistically significant in the hemin groups compared with the control groups; #P < 0.05 in hemin plus afatinib compared with hemin alone by one-way ANOVA followed by the LSD test as post-hoc method.
DISCUSSION
In the present study, the EGFR-TK signaling was involved in the pathophysiology of ICH in several areas. First, hemin-induced neurotoxicity was demonstrated by neuronal death, neurite outgrowth impairment, neuroinflammation, HO-1 expression, ferroptosis and necroptosis. Furthermore, hemin consistently activated EGFR-AKT signaling in primary cultured cortical neurons. Finally, afatinib significantly attenuated hemin-induced EGFR-AKT activation and neurotoxicity. Taken together, these data suggest that the EGFR-AKT signaling may be a druggable target when developing therapies for ICH.
A pathological role of EGFR signaling has been demonstrated in CNS neurodegenerative diseases, including SCI, AD, brain ischemia and subarachnoid hemorrhage [10, 13–15, 19] but not ICH. In the present study, we are the first to show the involvement of EGFR in the pathophysiology of ICH. To mimic ICH-related neurotoxicity, several in vitro studies used PC12 cells and primary cortical neurons subjected to hemin ranging from 30 μM to 50 mM [21, 23–25]. Furthermore, an animal study reported high micromolar (≈390 μM) hemin in the hematomas [26]. In the present study, hemin (10–60 μM) was found to induce concentration-dependent increases in EGFR-AKT phosphorylation and neurotoxicity in primary cultured cortical neurons. Consistent with Zhou’s study [25], we chose 30 μM hemin to further delineate the involvement of EGFR-AKT signaling in ICH by studying the effect of afatinib, a second-generation EGFR-TKI for lung cancers [7], in primary cultured cortical neurons. Due to its covalent bonding to the EGFR-AKT activation site [27], nanomolar range (1 and 10 nM) of afatinib was found to effectively attenuate EGFR activation in cancer cells [7, 27]. Similar to Chen’s studies [15], we used 10 nM afatinib in the present study to successfully block hemin-induced EGFR-AKT signaling and neurotoxicity in primary cultured cortical neurons.
A “vicious cycle” containing oxidative stress, protein aggregation and cell death has been proposed for the pathophysiology of CNS neurodegenerative diseases; neuroinflammation is at the center of this “vicious cycle” [28]. Both clinical [29] and non-clinical studies [1, 2, 30] showed significant neuroinflammation in the ICH-affected brain tissues, including increases in inflammatory enzymes and proinflammatory cytokines. Our study supports this notion by demonstrating hemin-induced elevations in TNF-α and COX2 expression, as well as NO production. Similar to the afatinib-induced anti-inflammation in the OGD model [15], the present study using an ICH model demonstrated that afatinib attenuated hemin-induced neuroinflammation, suggesting that afatinib is anti-inflammatory in ICH.
Hemin is reportedly an HO-1 inducer [31, 32] to catalyze the degradation of heme/hemin [3, 33] and thus release iron [34] which is known as a Fenton’s reagent [35]. In the present study, hemin consistently elevated HO-1 expression which elevated iron levels that overproduced free radicals and oxidative injury [1]. Accordingly, in addition to anti-oxidant therapies [24, 36, 37], HO-1 inhibitors appear to be beneficial to ICH. Our study supports this notion that afatinib may exert its neuroprotective effect via attenuating HO-1 expression in ICH.
A significant body of literature has demonstrated several cell death mechanisms in ICH, including ferroptosis [21, 38] which is a programmed cell death related to iron metabolism [39–41]. Consistently, we identified hemin-induced ferroptosis in primary cultured cortical neurons. Moreover, we demonstrated that afatinib is capable of blocking hemin-induced ferroptosis. This may be due to afatinib-induced inhibition of hemin-elevated HO-1 expression which reduced iron accumulation, prevented Fenton’s reaction and then attenuated hemin-induced ferroptosis. In addition, we detected hemin-induced necroptosis, which was inhibited by afatinib, too. The afatinib-induced inhibition of necroptosis may be due to afatinib’s inhibition of hemin-elevated TNF-α levels because TNF-α reportedly initiates necroptosis and leads to RIP3 activation [42]. These data suggest that afatinib is capable of ameliorating ferroptosis and necroptosis in ICH.
In conclusion, the present study demonstrates that afatinib inhibited hemin-induced EGFR-AKT activation and neurotoxicity in primary cultured cortical neurons, suggesting that EGFR-AKT signaling is involved in the pathophysiology of ICH. Along with our previous study showing that afatinib inhibited OGD-induced neuroinflammation in astrocytes [15], it appears that EGFR-TKIs may be a novel repurposing drug for CNS neurodegenerative diseases, including ICH.
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Exosomes are the smallest extracellular vesicles secreted from cells, carrying different cargos, including nucleic acids, proteins and others which transfer from cells to cells. The properties of exosomes depend on the donor cells. Hypoxia, referring to a sublethal and insufficient oxygen supply, reportedly influences exosome secretion of hypoxic cells. In the present study, we focused on the effects of hypoxia on exosomes obtained from CTX-TNA2 astrocyte cells exposed to different durations of hypoxia followed by normoxia as a model of hypoxic preconditioning. To evaluate the functions of exosomes, primary cultured cortical neurons were treated with hemin, a potent neurotoxin. Our sulforhodamine B assay showed that incubation of hemin (30 μM) consistently induced neuronal death. Co-incubation of exosomes from CTX-TNA2 cells subjected to 2 hr-hypoxia plus 6 hr-renormoxia (2H/6R exosomes), but not 12 hr-hypoxia plus 24 hr-renormoxia (12H/24R exosomes), attenuated hemin-induced cell death and reduction in growth associated protein 43 level (a biomarker of neurite outgrowth). Western blot assay demonstrated that 2H/6R exosomes attenuated hemin-induced elevations in inducible nitric oxide synthase (iNOS) and cyclooxygenase-2 (COX-2) levels (two proinflammatory biomarkers) as well as heme oxygenase-1 (HO-1). In contrast, 12H/24R exosomes did not alter hemin-induced elevation in HO-1 but further augmented hemin-induced increases in iNOS and COX-2. Moreover, 2H/6R exosomes attenuated hemin-induced reduction in glutathione hydroperoxidase 4 (a biomarker of ferroptosis) and elevation in active caspase 3 (a biomarker of apoptosis) while 12H/24R exosomes did not effectively alter hemin-induced programed cell death. In conclusion, our study showed that 2H/6R exosomes possessed neuroprotective activities while 12H/24R exosomes had mild pro-inflammatory activities, suggesting that different hypoxic preconditionings influenced CTX-TNA2 cells which then secreted exosomes with differential biological activities. These findings highlight a double-edged role of hypoxia on exosome functions.
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IMPACT STATEMENT

To delineate the role of hypoxic preconditioning on the exosome’s secretion and functions, the CTX-TNA2 cells were exposed to different durations of hypoxia plus renormoxia and were found to secrete exosomes with opposite functions. One was to attenuate hemin-induced neurotoxicity and the other was to augment hemin-induced neuroinflammation. Our data suggests that in addition to exosomes secretion, hypoxic treatment plays a crucial role in modulating exosomes functions.



INTRODUCTION

Cells are known to secrete small membrane-bound vesicles, namely, extracellular vesicles (EVs). Extracellular vesicles differ in size, density, morphology, contents, and biomarkers [1–3]. Exosomes are the smallest subgroup of EVs, ranging from 30 to 160 nm. Exosomes carry various biomolecules, including proteins, lipids, and nucleic acids (RNA, DNA) which are reportedly transferred from donor cells to target cells [4]. Accordingly, the function of exosomes depends on the status of donor cells [2]. Protective exosomes from good cells are suggested to carry “good” cargos while detrimental exosomes from bad cells carry “bad” cargos [4, 5]. Many non-clinical and clinical studies have demonstrated cytoprotective roles of exosomes against various diseases [1, 5–10]. For example, non-clinical studies showed that exosomes from cardiac fibroblasts inhibited heart failure and myocardial ischemic damage [7]. Furthermore, exosomes derived from umbilical cord mesenchymal stem cells (MSC) reportedly prevented acute liver damage in mice [8]. Exosomes from hypoxic MSC exert its protective action via attenuating neurological deficits, and program cell death in stroke and Alzheimer’s models [9] as well as promoting bone fracture healing [10]. At the same time, many clinical trials focused on the protective effects of exosomes on renal diseases, type 1 diabetes, osteoarthritis, stroke, Alzheimer’s disease, and cancers [1, 6].

Hypoxia refers to a condition in which oxygen supply is insufficient in cells, tissues, organs, and systems [11, 12]. A variety of protective functions via hypoxia-induced adaptation has been demonstrated. For example, a non-lethal hypoxia in the tumor microenvironment is reportedly cytoprotective to cancer cells [13, 14]. Furthermore, our previous studies have demonstrated that hypoxic preconditioning is neuroprotective against kainic acid-induced neurotoxicity [15] and ischemic stroke [16]. The proposed mechanisms underlying hypoxia-induced adaptation included induction of hypoxia-inducible factor-α, a transcription factor which is reportedly up-regulated to activate genes and is responsible for adaptation-related cellular responses [12]. Furthermore, hypoxia-induced adaptation may be mediated via regulation of anti-oxidative defense systems, induction of autophagy [17], exosome secretion [4, 10] and others.

Due to the intersection of hypoxia and exosomes, the present study focused on the effects of hypoxia on CTX-TNA2 cells-derived exosomes using hemin-induced neurotoxicity, an intracerebral hemorrhage (ICH) in vitro model [18]. Astrocytes are reportedly involved in homeostasis and defense of the central nervous system (CNS) [19]. During the insults, astrocytes are activated and may damage the nearby cells. However, recent studies proposed a neuroprotective role of astrocytes in the astrocyte polarization [20] following brain injury. These findings indicate that astrocytes may play beneficial or detrimental roles in CNS neurodegenerative diseases [19–21]. Given that astrocytes are the most numerous cell type in the brain, astrocytes-derived exosomes may have a substantial influence on the progression of CNS neurodegenerative disorders, including ICH. In the present study, CTX-TNA2 astrocyte cells were exposed to different durations of hypoxia and subsequent renormoxia, including 2-h hypoxia followed by 6-h normoxia (2H/6R) and 12-h hypoxia followed by 24-h normoxia (12H/24R). Both 2H/6R exosomes and 12H/24R exosomes were collected and their functions were characterized. Our data showed that 2H/6R exosomes attenuated hemin-induced neurotoxicity while 12H/24R exosomes possessed proinflammatory activities, indicating that the role of hypoxia is double-edged in exosomes’ functions.



MATERIALS AND METHODS


Chemicals

The chemicals used were hemin (Sigma, St. Louis, MO, United States). Hemin was dissolved in ammonia water and pH value was corrected to pH 7.4. Hemin was diluted with DMEM or Neurobasal medium (NB, Thermo Fisher Scientific, Waltham, MA, United States).



Hypoxic preconditioning of CTX-TNA2 cells

CTX-TNA2, an astrocyte cell line isolated from the cortex of 1-day old rats, was purchased from Bioresource Collection and Research Center (Taiwan) and maintained in Dulbecco’s Modified Eagle Medium (Sigma) supplemented with 10% (v/v) fetal bovine serum (Cytiva, Marlborough, MA, United States) and 1% penicillin-streptomycin-amphotericin B (Cytiva) in an incubator under 5% CO2 at 37°C. Prior to the hypoxic preconditioning, CTX-TNA2 cells were seeded at a density of 1 × 106 cells in a 10-cm culture dish and were incubated in 5 mL NB without exosomes. Hypoxic treatment was conducted by incubating cells in an incubator with 1% oxygen. Two hypoxic preconditionings were designed as follows. One hypoxic treatment was to expose CTX-TNA2 cells to 2-h hypoxia followed by 6-h normoxia. The other was to expose CTX-TNA2 cells to 12-h hypoxia followed by 24-h normoxia.



Exosomes preparation

At the end of hypoxia-renormoxia treatments, exosomes obtained from the culture medium were isolated using ExoQuick (System Biosciences, Palo Alto, CA, United States). In brief, the culture medium from 10-cm culture dishes was collected and centrifuged at 2600 × g for 30 min at 4°C. The supernatant was transferred to a new centrifuge tube. Five milliliters of culture medium mixed with 1 mL of ExoQuick and the tube was placed in a refrigerator at 4°C overnight. The supernatant was collected and centrifuged at 1,500 × g for 30 min at 4°C. Again, the supernatant was collected and centrifuged at 1,500 × g for 5 min. After removing the remaining supernatant, the exosome pellet was re-dissolved in PBS at 4°C and stored at 4°C. Approximately, 5 × 108 exosome particles obtained from 1 × 106 cells in a 10-cm culture dish were used for further experiments as 1-fold (1x) of exosomes.



Nanoparticle tracking analysis and detection of zeta potentials

Nanoparticle Tracking Analysis (NTA) was employed to characterize exosomes, including size distribution and exosome particle concentration by NanoSight NS300 (Malvern Panalytical, Malvern, UK). This technique was capable of detecting vesicles with sizes between 0.05 and 1 μm. At the same time, zeta potential of exosomes was analyzed using the Nano ZS (Malvern Panalytical).



Transmission electron microscopy

An aliquot of exosomes was applied onto an electron microscopy grid and incubated for 5 min and fixed with 2% paraformaldehyde for 5 min. The samples were counterstained with 1% uranyl acetate for 1 min, air-dried overnight, and observed using a Transmission Electron Microscope JEM-1400Plus (JEOL Ltd., Tokyo, Japan).



RNA sequencing analysis

MicroRNA(miRNA) libraries were prepared using the QIAseq miRNA UDI Library Kit (Qiagen, Venlo, Netherlands) and evaluated for size distribution using the Agilent 4150 TapeStation with HS D1000 ScreenTape (Agilent, Santa Clara, CA, United States). Sequencing was conducted with single end reads (100 bp) at a depth exceeding 10 million reads per sample. miRNA expression levels were quantified using the Qiagen GeneGlobe platform (Qiagen) with UMI-based correction.



Primary cultured cortical neurons

Pregnant female Sprague-Dawley (SD) rats were supplied by BioLASCO Taiwan Co., Ltd. (Yilan, Taiwan). All animals (one rat/individually ventilated cage) were housed in an air-conditioned room (22 ± 2°C) on a 12 hr-light/dark cycle (07:00–19:00 h light) and had free access to food and water. To prepare primary cultured cortical neurons, embryonic day 17 fetal rat brains were obtained from pregnant female SD rats of 17-day gestation which were sacrificed by an overdose of Zoletil® (Virbac, Taipei, Taiwan) to minimize pain or discomfort used. The use of animals and all experiments conducted were under approved protocols from the Institutional Animal Care and Use Committee (IACUC) of Taipei Veterans General Hospital, Taipei, Taiwan. The approval number is IACUC2022-235. In addition, the authors complied with the ARRIVE guidelines. All experiments were performed in accordance with relevant guidelines and regulations.

Cerebral cortices of fetal rats were isolated and dissociated mechanically. The dissociated cells were suspended in the Basal Medium Eagle medium (BME, Thermo Fisher Scientific) containing 20% fetal bovine serum, and were seeded onto a 35-mm culture dish (IWAKI, Tokyo, Japan) with a density of 5 × 106 cells per dish. Afterwards, cells were maintained with serum-free NB medium supplemented with B27 (Thermo Fisher Scientific) in the incubator with 5% CO2 at 37°C. Hemin-induced neurotoxicity was established by exposing primary cultured cortical neurons with hemin (30 μM).



Cytotoxicity assay

A modified sulforhodamine B (SRB) assay was employed to measure cell viability. At the end of experiment, cells in 96-well plates were washed with phosphate-buffered saline (PBS) and 10% trichloroacetic acid (TCA, Merck, Boston, MA, United States) and were then incubated at 4°C for 1h. Afterwards, TCA solution was removed, and the cells were washed with double distilled H2O. Cells were then incubated with SRB solution (0.4% in 1% acetic acid, Merck) for 10 min. Afterwards, SRB solution was removed, and the cells were washed with 1% acetic acid. After removing acetic acid, the sample was air-dried and 20 mM unbuffered Tris base was used to dissolve the resulting formazan product. The absorption was measured by an ELISA reader (TECAN Sunrise, Männedorf, United States) at 540 nm with a reference wavelength of 690 nm.



Western blots analysis

At the end of 16-h treatments, the cells were collected, washed with phosphate buffered saline (PBS), and lysed in radioimmunoprecipitation assay (RIPA, Cell Signaling Tech. Beverly, MA, United States) lysis buffer containing 20 mM Tris HCl, 150 mM NaCl, 1% (v/v) NP-40, 1% (w/v) sodium deoxycholate, 1 mM ethylenediaminetetraacetates (EDTA), 0.1% (w/v) sodium dodecyl sulfate polyacrylamide (SDS) and 0.01% (w/v) sodium azide (pH 7.5) for 20 min on ice. Lysates were then centrifuged at 13800 × g for 10 min, and the protein concentrations of supernatants were determined by Pierce BCA Protein Assay Kit (Thermo Fisher Scientific). Protein samples (30 μg) were run on 12–13.5% SDS-polyacrylamide gel electrophoresis and then transferred onto a polyvinylidene difluoride (PVDF, Bio-Rad, Hercules, CA, United States) at 100 V for 120 min. Blots were probed with primary antibodies including antibodies against GAP43 (Cell Signaling Technology), iNOS, COX-2, HO-1 (StressGen, Victoria, CA, United States), GPX4 and active-caspase 3 (Cell Signaling Technology) overnight at 4°C. After incubation of primary antibodies, the membrane was washed and incubated with a secondary antibody for 1 h at room temperature. The secondary antibodies were horseradish peroxidase-conjugated secondary IgG (Chemicon, Temecula, CA, United States). The immunoreaction was visualized using Amersham Enhanced Chemiluminescence (Amersham Pharmacia Biotech, Piscataway, NJ, United States). After this measurement, the bound primary and secondary antibodies were stripped by incubating the membrane in stripping buffer (100 mM 2-mercaptoethanol, 2% SDS) at 50°C for 5 min. The membrane was reprobed with a primary antibody against β-actin (Millipore, Billerica, MA, United States).



Immunofluorescent staining

At the end of treatments, the primary cultured cortical neurons were fixed with 4% paraformaldehyde (Merck). Cells were then washed with 0.1 M PBS, incubated with 0.3% Triton X-100 (Sigma) and 1% goat serum (GS; Jackson ImmunoResearch, West Grove, PA, United States), and blocked with 3% GS for 60 min. Next, cells were processed for immunostaining using monoclonal antibody specific for rat Neu N (Cell Signaling Technology) in 1% GS-PBS at 4°C for 24 h. The cells were then incubated in fluorescein conjugated-IgG (FITC) (Jackson ImmunoResearch) for 1 h at room temperature, mounted in glycerol (Merck) and exosome stained with PKH26 (Sigma). Controls consisted of omissions of primary antibodies. The sections were visualized by a fluorescence confocal microscope (Olympus FluoView, Norfolk, VA, United States).



Statistics

All data are expressed as the mean ± S.E.M. The results were analyzed by one-way analysis of variance (one-way ANOVA) followed by the LSD test (cell viability and Western blot assay) or Tukey multiple comparison (NTA) as post hoc methods. The significance level was set at p < 0.05.




RESULTS


Characterization of exosomes of hypoxic preconditioned CTX-TNA2 cells

To delineate the effect of hypoxic preconditionings on exosome secretion, CTX-TNA2 astrocyte cells were treated with 3, 6, and 12 h hypoxia. SRB assay showed that hypoxia (1% oxygen) for 3, 6, 12 h did not cause significant cell loss of CTX-TNA2 cells (Figure 1A). Therefore, 2-h hypoxia followed by 6-h normoxia (2H/6R) and 12-h hypoxia followed by 24-h normoxia (12H/24R) were designed to treat CTX-TNA2 cells to harvest exosomes (Figure 1B). Western blot assay showed that compared with the control, Aix and CD 63 levels were elevated in the 2H/6R exosomes and 12H/24R exosomes (Figure 1C). TEM analysis showed that control exosomes, 2H/6R exosomes and 12H/24R exosomes all exhibited a spherical morphology with an intact lipid bilayer membrane (Figure 1D). Furthermore, the NTA assay showed that the sizes of 2H/6R exosomes and 12H/24R exosomes were slightly larger but not statistically different from the control exosomes, ranging from 89.8 ± 9.9 nm in the control exosomes to 99.4 ± 12.7 mm in 2H/6R exosomes and 105.1 ± 22.3 nm in the 12H/24R exosomes (n = 3/group) (Table 1). At the same time, the concentrations of exosomes particles were not statistically different among 3 exosomes (Table 1). Furthermore, no statistical differences were observed in zeta potentials of 3 exosomes (Table 1).
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FIGURE 1 | 
Characterization of exosomes secreted from CTX-TNA2 cells subjected to different hypoxic preconditionings. (A) CTX-TNA2 cells were treated with hypoxia for 3, 6, and 12 h. Cell viability was measured using SRB assay. Values are the mean ± S.E.M. (n = 3/each group). No statistical signifijcance was observed using one-way ANOVA followed by the LSD test as post hoc method. (B) The diagram illustrated two different hypoxic preconditioings of CTX-TNA2 cells for exosomes collection. One was 2H/6R exosomes which were obtained from CTX-TNA2 cells exposed to 2-h hypoxia followed by 6-h normoxia. The other was 12H/24R exosomes which were obtained from CTX-TNA2 cells exposed to 12-h hypoxia followed by 24-h normoxia (C,D) 2H/6R exosomes, 12H/24R exosomes and control exosomes obtained from 1 × 106 CTX-TNA2 cells were used. Western blot assay was employed to measure exosomal markers, including Alix and CD63 (C). TEM images of control exosomes, 2H/6R exosomes and 12H/24R exosomes were performed (D). Representative exosomes were indicated by arrows in each images. Scale bar = 200 nm.


TABLE 1 | NTA assay of 2H/6R exosomes and 12H/24R exosomes. 2H/6R exosomes were obtained from CTX-TNA2 cells exposed to 2-h hypoxia followed by 6-h normoxia. The other was 12H/24R exosomes obtained from cells exposed to 12-h hypoxia followed by 24-h normoxia. NTA assay and zeta potential assay were performed. Values are the mean ± S.E.M. (n = 3/each group). No statistical signifijcance was observed using one-way ANOVA followed by the Tukey multiple comparison as post hoc method.




	Exosomes’ conditions
	Size (nm)
	Concentration (particles/mL)
	Zeta potential (mV)





	Control exosomes
	89.8 ± 9.9
	1.25 ± 0.35 × 1010

	−8.57 ± 0.27



	2H/6R exosomes
	99.4 ± 9.0
	1.04 ± 0.29 × 1010

	−8.72 ± 0.87



	12H/24R exosomes
	105.1 ± 22.3
	1.40 ± 0.64 × 1010

	−7.48 ± 0.80










Differential effects of exosomes of hypoxic preconditioned CTX-TNA2 cells on hemin-induced cell death and morphological changes

To delineate the effects of 2H/6R exosomes and 12H/24R exosomes, a hemin-induced neurotoxicity model was established in primary cultured cortical neurons. The SRB assay showed that 16-h incubation of hemin (30 μM) increased neuronal death (Figure 2A). Co-incubation with 2H/6R exosomes concentration-dependently attenuated hemin-induced neuronal death. In contrast, 12H/24R exosomes did not significantly alter hemin-induced neuronal death (Figure 2A). At the same time, Western blot assay showed that hemin reduced GAP43 levels (a biomarker of neurite outgrowth). Co-incubation of 2H/6R exosomes, but not 12H/24R exosomes, attenuated hemin-induced reduction in GAP 43 levels, indicating that 2H/6R exosomes may attenuate hemin-induced reduction of neurite outgrowth (Figures 2B,C). Moreover, the immunofluorescent staining data showed focal bead-like swellings, neuritic beading and discontinuities of neurites in hemin-treated primary cultured cortical neurons after 1-h incubation of hemin, indicating hemin-induced impairments in neurite outgrowth (Figure 3). Co-incubation of 2H/6R exosomes significantly attenuated hemin-induced neurite impairment (Figure 3). At the same time, intensive PKH26 fluorescence (a fluorescent dye specific for exosomes) was detected in the cytosol of primary cultured cortical neurons treated with hemin plus 2H/6R exosomes, suggesting that exosomes were successfully endocytosed by primary cultured cortical neurons.
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FIGURE 2 | 
Differential effects of 2H/6R exosomes and 12H/24R exosomes on hemin neurotoxicity in primary cultured cortical neurons. (A) Primary cultured cortical neurons were treated with hemin (30 μM) plus 2H/6R exosomes obtained from 1 × 106 CTX-TNA2 cells (as 1-fold) and 12H/24R exosomes (1 fold, 3 folds) for 16 h. Cell death was measured by SRB assay. (B,C) Primary cultured cortical neurons were treated with hemin (30 μM) plus 2H/6R exosomes (1-fold) (B) and 12H/24R exosomes (1 fold and 3 folds) for 16 h. Western blot assay was employed to measure GAP43. Each lane contained 30 μg protein for all experiments. Graphs show statistic results from relative optical density of bands on the blots. Values are the mean ± S.E.M. (n = 3/each group). *, p < 0.05 statistically significant in the hemin groups compared with the control groups; #, P < 0.05 in hemin plus exosomes compared with hemin alone by one-way ANOVA followed by the LSD test as post hoc method.


[image: Fluorescence microscopy images showing cell cultures under different conditions. Three rows indicate control, hemin (30 μM), and hemin with exosomes (2H/6R). Columns display PKH26 (red channel), Neu N (green channel), combined PKH26, Neu N, and DAPI (blue channel), and phase contrast images. Cells show differences in staining intensity and pattern in each condition, with increased PKH26 fluorescence in the hemin with exosomes condition. Scale bars are present in each image.]


FIGURE 3 | 
Differential effects of 2H/6R exosomes and 12H/24R exosomes on hemin-induced impairment of neurite outgrowth in primary cultured cortical neurons. Primary cultured cortical neurons were treated with hemin (30 μM) plus 2H/6R exosomes obtained from 1 × 106 CTX-TNA2 cells for 1 h. The cells were immunostained with Neu N, PHK26 and DAPI. Calibration: 10 μm. The results were duplicated.



Differential effects of exosomes of hypoxic preconditioned CTX-TNA2 cells on hemin-induced neuroinflammation, HO-1 expression and programmed cell death

To further investigate the differential effects of 2H/6R exosomes and 12H/24R exosomes, iNOS and COX-2 (two proinflammatory biomarkers) were measured in the primary cultured cortical neurons. Western blot assay demonstrated hemin (30 μM)-induced neuroinflammation by increasing iNOS (Figures 4A,B) and COX-2 (Figures 4C,D) in hemin-treated primary cultured cortical neurons. Co-incubation with 2H/6R exosomes significantly prevented hemin-induced elevations in iNOS (Figure 4A) and COX-2 (Figure 4C). In contrast, 12H/24R exosomes further increased hemin-elevated iNOS (Figure 4B) and COX-2 (Figure 4D). These data indicated opposite effects of 2H/6R exosomes and 12H/24R exosomes on hemin-induced neuroinflammation. At the same time, we investigated the effects of exosomes on HO-1 expression (an enzyme catalyzing hemin). Western blot assay showed that co-incubation of H/6R exosomes but not 12H/24R significantly attenuated hemin-induced elevation in HO-1 expression (Figure 5), suggesting that 2H/6R exosomes can reduce hemin-induced HO-1 expression.
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FIGURE 4 | 
Differential effects of 2H/6R exosomes and 12H/24R exosomes on hemin-induced neuroinflammation in primary cultured cortical neurons. (A,C) Primary cultured cortical neurons were treated with hemin (30 μM) plus 2H/6R exosomes obtained from 1 × 106 CTX-TNA2 cells (as 1 fold) for 16 h (B,D) Primary cultured cortical neurons were treated with hemin (30 μM) plus 12H/24R exosomes (1 fold and 3 folds) for 16 h. Western blot assay was employed to measure iNOS (A,B) and COX-2 (C,D). Each lane contained 30 μg protein for all experiments. Graphs show statistic results from relative optical density of bands on the blots. Values are the mean ± S.E.M. (n = 3/each group). *, p < 0.05 statistically significant in the hemin groups compared with the control groups; #, P < 0.05 in hemin plus exosomes compared with hemin alone by one-way ANOVA followed by the LSD test as post hoc method.


[image: Figure showing Western blot and bar graphs illustrating the effects of hemin and exosome treatments on HO-1 protein levels. Panel A displays results for 2-hour incubation followed by 6-hour recovery, with different hemin and exosome concentrations. Panel B shows results for 12-hour incubation followed by 24-hour recovery. HO-1 bands and β-Actin as a loading control are depicted, with bar graphs indicating relative protein density. Significant differences are marked with symbols.]


FIGURE 5 | 
Differential effects of 2H/6R exosomes and 12H/24R exosomes on hemin-induced HO-1 expression in primary cultured cortical neurons. (A) Primary cultured cortical neurons were treated with hemin (30 μM) plus 2H/6R exosomes obtained from 1 × 106 CTX-TNA2 cells (as 1-fold) for 16 h. (B) Primary cultured cortical neurons were treated with hemin (30 μM) plus 12H/24R exosomes (1 fold and 3 folds) for 16 h. Western blot assay was employed to measure HO-1. Each lane contained 30 μg protein for all experiments. Graphs show statistic results from relative optical density of bands on the blots. Values are the mean ± S.E.M. (n = 3/each group). *, p < 0.05 statistically significant in the hemin groups compared with the control groups; #, P < 0.05 in hemin plus exosomes compared with hemin alone by one-way ANOVA followed by the LSD test as post hoc method.

The neurotoxic mechanisms underlying hemin-induced neuronal death were investigated by measuring glutathione hydroperoxidase 4 (GPX4, a biomarker of ferroptosis) and active caspase 3 (a biomarker of apoptosis). Western blot assay demonstrated that hemin (30 μM) reduced GPX4 (Figures 6A,B) and increased active caspase 3 (Figures 6C,D). Co-incubation with 2H/6R exosomes attenuated hemin-induced reduction in GPX4 (Figure 6A) and elevation in active caspase 3 (Figure 6C). In contrast, 12H/24R exosomes did not alter hemin-induced reduction in GPX4 (Figure 6B) and elevation in active caspase 3 (Figure 6D), indicating indicate that 2H/6R exosomes appear to reduce hemin-induced ferroptosis and apoptosis.


[image: Four panels (A, B, C, D) show Western blot analyses and corresponding bar graphs. Panels (A) and (B) focus on GPX4 protein expression, while (C) and (D) focus on α-Caspase 3. Each panel compares treatments with Hemin and exosomes over different durations. Intensity bands for GPX4, α-Caspase 3, and β-Actin (loading control) are shown, with bar graphs displaying relative protein density in arbitrary units. Significance is marked by asterisks and hash symbols.]


FIGURE 6 | 
Differential effects of 2H/6R exosomes and 12H/24R exosomes on hemin-induced programmed cell death in primary cultured cortical neurons. (A,C) Primary cultured cortical neurons were treated with hemin (30 μM) plus 2H/6R exosomes obtained from 1 × 106 CTX-TNA2 cells (as 1 fold) for 16 h (B,D) Primary cultured cortical neurons were treated with hemin (30 μM) plus 12H/24R exosomes (1 fold and 3 folds) for 16 h. Western blot assay was employed to measure GPX4 (A,B) and active-caspase 3 (C,D). Each lane contained 30 μg protein for all experiments. Graphs show statistic results from relative optical density of bands on the blots. Values are the mean ± S.E.M. (n = 3/each group). *, p < 0.05 statistically significant in the hemin groups compared with the control groups; #, P < 0.05 in hemin plus exosomes compared with hemin alone by one-way ANOVA followed by the LSD test as post hoc method.



Diverse cargos in 2H/6R exosomes and 12H/24R exosomes

So far, we have demonstrated differential effects of 2H/6R exosomes and 12H/24R exosomes on hemin-induced neurotoxicity; 2H/6R exosomes, but not 12H/24R exosomes, possessed a neuroprotective activity. The cargos, especially miRNA in both exosomes were analyzed using RNA Sequencing Analysis. We found significant changes in the miRNA expression profiles, including the expression levels of let-7c-5p, miR-191a-5p, and miR-709 in 2H/6R exosomes (Figure 7).
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FIGURE 7 | 
Cargos in control exosomes, 2H/6R and 12H/24R exosomes by miRNA sequencing analysis. Sequencing was performed with single-end reads (100 bp) at a depth exceeding 10 million reads per sample. miRNA expression levels were analyzed on the Qiagen GeneGlobe platform with UMI-based correction.




DISCUSSION

In the present study, the effects of hypoxia on exosomes obtained from CTX-TNA2 cells exposed to different hypoxic preconditionings were delineated using hemin-induced neurotoxicity as follows. First, compared to the control exosomes, 2H/6R exosomes and 12H/24R exosomes did not show significant difference in exosomes secretion. Secondly, 2H/6R exosomes showed neuroprotective properties by attenuating hemin-induced neurotoxicity. However, 12H/24R exosomes appear to be proinflammatory by augmenting hemin-induced neuroinflammation. Our study showed that exosomes from CTX-TNA2 cells subjected to different hypoxic preconditionings possess opposite properties, suggesting that hypoxia plays a double-edged role in exosome’s functions.

Hypoxia, a condition of insufficient oxygen, is reportedly an external factor that stimulates exosome secretion [22, 23]. Several in vitro studies on cancer biology have demonstrated that incubation of cancer cells under hypoxia (1% oxygen for 24–72 h) which mimicked hypoxia in the tumor microenvironment, increased exosome releases [14, 23]. At the same time, exosomes from hypoxic cancer cells contain proangiogenic miRNA and growth factors for angiogenesis and cancer cell proliferation, respectively [14, 24], indicating that in addition to exosome secretion, hypoxia is capable of altering exosome’s properties [23, 24]. To support this notion, two different hypoxic preconditionings were designed to treat CTX-TNA2 cells and collect exosomes from the cultured medium individually. Our data showed that hypoxia preconditionings significantly increased exosome biomarkers and slight increases in exosome size. Due to the lack of differences in particle concentration, one possible explanation is that more exosome biomarkers are expressed in each exosome. Our data suggested that hypoxic preconditioning did not significantly affect exosome secretion.

In contrast, hypoxic preconditioning significantly changed the properties of exosomes. To delineate the exosome’s properties, we employed hemin [18] which is commonly used to mimic ICH-related secondary injury [25], including cytotoxicity, neurite impairment, HO-1 expression, neuroinflammation and program cell death. Hemin, a byproduct of hemoglobin degradation [26], is known as an HO-1 inducer to catalyze the degradation of heme/hemin and release iron [27], a Fenton’s reagent which induce oxidative injury and subsequent cell death [28]. We found that 2H/6R exosomes attenuated hemin-induced neuronal death, neurite impairment and neuroinflammation. More importantly, 2H/6R exosomes significantly inhibited hemin-elevated HO-1 levels which resulted in less iron accumulation and ameliorated subsequent apoptosis and ferroptosis, a programmed cell death related to iron metabolism. In contrast to the 2H/6R exosomes-induced neuroprotection, 12H/24R exosomes significantly augmented hemin-induced elevation in iNOS and COX-2, indicating that 12H/24R exosomes is proinflammatory. Due to the opposite effects of 2H/6R exosomes and 12H/24R exosomes on hemin-induced neurotoxicity, our data further support that hypoxia plays a double-edged role in regulating exosome functions.

A significant body of studies has focused on the pathological effects of hypoxia on CNS, including ICH. The pathophysiology of hypoxia depends on the duration of hypoxia, including acute, subacute and chronic hypoxia [29]. In addition to 2H/6R and 12H/24R, more hypoxia-renormoxia treatments were tested, including 3H/24R, 6H/24R, and 12H/24R (unpublished data). To avoid obtaining exosomes from unhealthy cells, we chose hypoxic duration from 2 to 12 h because hypoxia duration less than 12 h did not cause significant cytotoxicity. All cells are capable of releasing exosomes [1–3], including brain cells. In addition to CTX-TNA2 cells, we have tested different hypoxia-renormoxia conditions on primary cultured cortical neurons. The exosomes from primary cultured cortical neurons showed different biological activities from those from CTX-TNA2 (unpublished data). Accordingly, types and conditions of donor cells are the critical factors for exosome production [30].

To obtain “good” exosomes from hypoxic cells, it is important to design an ideal hypoxic condition, including optimal duration (2–72 h) [14] and intensity (0.1%–5% oxygen) [13, 31]. For example, exosomes obtained from MSCs subjected to 48-h hypoxia (1% O2) were reportedly more efficacious to bone fracture healing [10]. In addition, exosomes from hypoxic donor cells (3% for 24 h) were found to be neuroprotective to attenuate program cell death induced by OGD/reperfusion [32]. “As an important intercellular mediator, “cargos” in the exosomes, including miRNAs, are the key element for its functions [30]. For example, miR-92b-3p in the exosomes released from OGD-treated astrocytes has been suggested to mediate the neuroprotection against OGD-induced neurotoxicity [33]. Furthermore, exosome-delivered miR216a-5p from hypoxic preconditioned-MSCs is suggested to repair spinal cord injury [34]. In the present study, we identified several miRNAs elevated in the 2H/6R exosomes, including let-7c-5p which has been suggested to be neuroprotective against cerebral ischemia [35]. Accordingly, 2H/6R treatment may produce “good” exosomes for neuroprotection.

In conclusion, hypoxia has been used as a strategy to enhance exosome secretion. However, beyond the quantity of released exosomes, it is equally important to characterize how hypoxia simultaneously affects exosomes’ properties. Given that function of exosomes is closely tied to the conditions of donor cells, our data demonstrated that CTX-TNA2 cells exposed to varying hypoxia-renormoxia treatments produce exosomes with opposite functional profiles. The present study demonstrates the complex effects of hypoxia as well as a double-edged role of hypoxia on exosome functionality.
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Abstract
Clinically, reliably restoring meaningful peripheral sensory and motor nerve function across peripheral nerve gaps is limited. Thus, although autografts are the clinical “gold standard” repair technique for bridging nerve gaps, even under relatively good conditions, <50% of patients recover meaningful function. Due to this low recovery rate, many patients are not even provided repair surgery and, consequently, suffer permanent loss of function. This paper examines intrinsic and extrinsic changes associated with injured neurons and Schwann cells that reduce the extent of axon regeneration and recovery. It also examines how these changes can be reversed, leading to enhanced regeneration and recovery. It next examines the efficacy of platelet-rich plasma (PRP) in promoting axon regeneration and two novel techniques involving bridging nerve gaps with an autograft within a platelet-rich (PRP) collagen tube or only a PRP-filled collagen tube, which induce meaningful recovery under conditions where autografts alone are not effective. Finally, it looks at potential mechanisms by which platelet-released factors may enhance axon regeneration and recovery. This review shows that although there are many limitations to restoring meaningful function following peripheral nerve trauma, there are a number of ways these can be overcome. Presently, the most promising techniques involve using PRP.
Keywords: allograft, axon regeneration, collagen tube, nerve gap, nerve trauma, peripheral nerve repair, platelet-rich fibrin, PRP
IMPACT STATEMENT
Restoring clinical function following peripheral nerve trauma is restricted by neuron and Schwann cell intrinsic and extrinsic limitations. Further, autografts, the current clinical “gold stand” technique for bridging nerve gaps to restore function, suffer many significant limitations in restoring meaningful functional recovery. This review discusses intrinsic and intrinsic limitations to regeneration and how they can be overcome. It also discusses how the application of platelet-rich plasma (PRP) promotes axon regeneration and how its influences can be increased or decreased. It then discusses how, clinically, bridging nerve gaps with autograft within a PRP-filled collagen tube induces axon regeneration and recovery under currently impossible conditions. It concludes with a discussion of the potential mechanisms by which platelet-released factors may exert their influences. Understanding what limits axon regeneration and recovery and how these limitations can be overcome will lead to developing new clinical techniques that induce more extensive axon regeneration and recovery.
INTRODUCTION
Sensory nerve autografts, the clinical “gold standard” technique for restoring function across peripheral nerve gaps [1], have substantial limitations. Therefore, there is a good prognosis for reliable, meaningful sensory and motor function only when (1) the repairs are performed ≤5 months post-trauma [2–4], with recovery decreasing with longer delays [3–6] (2) the gaps are <5 (cm) [7, 8], with recovery decreasing for longer gaps [2, 3, 8, 9], few axons regenerate across grafts ≥8 cm in length [2, 10, 11], and none across autografts >10 cm [3, 5], and (3) patients are ≤20–25 years old, with recovery decreasing with increasing ages [3, 4, 6]. Finally, there is little to no recovery when the values of two or all three variables increase simultaneously [9, 12]. Therefore, <50% of subjects recover meaningful sensory or motor functions [13]. These findings raise the question of what underlies these limitations and how can they are reduced, leading to improved recovery.
INJURY-INDUCED INTRINSIC NEURONAL CHANGES REDUCE THEIR CAPACITY TO EXTEND AXONS
Partly underlying the decreased capacity of aged and long-term axotomized neurons to extend axons are changes in their intrinsic properties [14]. These neurons lose their capacity to extend axons, and those extended regenerate only short distances [15, 16] while regenerating more slowly than normal [17]. Thus, by >4 months post-nerve injury, only about 33% of neurons can extend an axon [15, 18], and for those that retain the capacity, it is reduced to ˂10% of normal [16].
Reduced protein synthesis
The c-Jun transcription factor is critical for neurons’ capacity to extend axons, and nerve injury induces neuronal up-regulation of c-Jun expression. However, with increasing time of axotomy, c-Jun expression decreases, paralleling the loss of neurons’ capacity to extend axons [19]. This change is also associated with the down-regulation of genes for regeneration-promoting neurotrophic factors, such as GAP-43 and α1-tubulin [20], NGF [21], BDNF, and CNTF [16, 22]. Thus, the age-associated decrease in axon regeneration is due to reduced protein synthesis, which is required to induce the neurons’ soma to respond to injury by triggering the regeneration process and growth cone extension [23–25]. This process also involves decreased levels of axonal translation proteins and the inability of neurons to increase the translation of regeneration-promoting axonal mRNAs released from stress granules [26]. The decrease is also associated with an increasing age-associated decrease in neurofilament mRNA levels and neurofilament proteins [27], and the loss of Nrg1, which reduces axon-Schwann cell interactions and remyelination after nerve crush, further reducing neurons’ capacity to extend axons [28].
Decreased metabolism and axoplasmic transport
Neurite outgrowth from neonatal neurons in vitro is 40% faster than adult neurons [29]. This is attributed to an age-related decrease in cytoskeletal protein expression [30] and axoplasmic transport, which are required for axon elongation [30, 31]. This is because axon regeneration requires energy metabolism, which involves oxidative glycolysis and the formation of high-energy phosphate compounds, most importantly creatine phosphate and ATP [32]. Increasing age is also associated with a decrease in the levels of endoneurial ATP and creatine phosphate [30], which would, therefore, restrict the extent of axon regeneration.
REVERSING INJURY-INDUCED INTRINSIC NEURONAL CHANGES ALLOWS NEURONS TO EXTEND AXONS BY PROMOTING NEURON PROTEIN SYNTHESIS
Axon regeneration following a sciatic nerve crush is promoted by enhanced protein synthesis due to enhanced local translation and production of the protein synthesis machinery [26]. This involves dissolving stress granules, resulting in their releasing sequestered mRNAs and translation factors [33]. Further, following rat sciatic nerve injury, Nrg1 treatment increases axon diameter, myelin thickness, distance axons regenerate, and both the extent [34] and rate of recovery [35]. These effects are partly induced by neuron-released Nrg1 promoting Schwann cell differentiation, proliferation, migration, and myelination [28, 36–41].
Electrical stimulation
As mentioned, long-term axotomy results in 33% of neurons losing their capacity to extend axons. However, electrical stimulation results in a 34%–50% increase in the number of neurons extending axons [42] and a 2.3-fold increase in the extent of axon sprouting from transected axons [43] while also increasing the speed of axon regeneration [17, 42]. This influence is exerted through various mechanisms, including direct actions on axotomized neurons [17, 44–47]. The influence of electrical stimulation is similar when applied to acute and long-term injured neurons [46, 48].
INJURY-INDUCED EXTRINSIC NEURONAL CHANGES REDUCE THEIR CAPACITY TO EXTEND AXONS
Reduced Schwann cell capacity to support neuron
Schwann cells release the cytokines MCP-1 and LIF [49], which recruit macrophages and convert them from the M1 to the M2 phenotype. These macrophages secrete high levels of cytokines, which promote axonal outgrowth [50]. However, nerve injury deprives Schwann cells of axon contact, causing them to become senescent and stop producing and releasing neurotrophic factors. Schwann cell development of senescence parallels the decrease in the extent of axon regeneration [8]. Thus, long autografts do not induce axon regeneration and recovery because by the time the axons reach the distal end of the autograft, the Schwann cells have become senescent and do not support axon regeneration [8].
Schwann cell senescence is also associated with a reduction in their c-Jun expression [51], loss of their injury-induced repair phenotype [8, 22, 38, 52], and their down-regulation of the genes for factors required for Schwann cells to support axon regeneration and proteins required to myelinate axons [30]. These include S100, p75, GFAP, BDNF, NGF, NT-3, NT-4, CNTF, GDNF, and small molecule trkB agonists.
Schwann cell senescence also leads to their inability to synthesize and release VEGF [53]. VEGF is essential for inducing vascularization and recruiting macrophages [54, 55] to the injury site, where the macrophage normally also releases VEGF [55, 56]. In addition, senescent Schwann cells lose their capacity to phagocytize axon and myelin debris [57], and without its removal, it inhibits axon regeneration [30]. Therefore, maximizing functional recovery requires nerve repairs be performed <3–6 months post-trauma [3, 9, 58].
REVERSING INJURY-INDUCED EXTRINSIC NEURONAL CHANGES BY REACTIVATING SCHWANN CELLS: APPLYING NEUROTROPHIC FACTORS AND RESTORING C-JUN
Nerve injury induces Schwann cell up-regulation of Shh, which induces c-Jun expression [59–61], which leads to c-Jun enhancing axon regeneration through autografts and in vitro [62]. However, with prolonged denervation and aging, c-Jun expression decreases in Schwann cells, which is associated with decreased axon regeneration [51]. Nevertheless, axon regeneration can be promoted by reactivating senescent Schwann cells by applying neurotrophic factors, which restores normal levels of Shh and c-June expression [63].
Reactivating Schwann cells: applying electrical stimulation
Electrical stimulation reactivates Senescent Schwan cells. This induces their expression of P0, Par-3, BDNF, NGF, and GDNF, which initiate and enhance axon regeneration and myelination [64–66].
PRP PROMOTES AXON REGENERATION
Platelet-released factors
Platelets contain and release an evolutionarily complex cocktail of factors, including high levels of neurotrophic and other growth factors, such as IL-10, insulin-like growth factors 1 and 2, VEGF [67], BDNF [68], transforming growth factor-β1, HGF, and FGF. This allows platelets to play different essential roles in tissue healing and promoting axon regeneration [69–72].
In animal model studies, PRP significantly enhances the extent of axon regeneration when injected into a nerve following a nerve crush [73], is applied to sites of a nerve crush [74–78], neurorrhaphy [69, 79–82], site of rat prostatectomy [83], following nerve crush, mycobacterium leprae (leprosy bacteria) -induced lesion [84], sucrose-induced injury [85], autografts [86, 87], acellular allografts [88], when applied onto or injected into neurorrhaphy sites [89–92], is injected onto injured nerves [89, 93, 94], or short nerve gaps within the preserved epineurium [95], PRP exosomes are injected under the perineurium [96], and site of carpal tunnel syndrome [97–99]. However, questions have been raised about the efficacy of PRP in treating carpal tunnel syndrome [100].
PRP is similarly effective when added to vein grafts [67, 101–104], conduits composed of many different materials [105–111], and when combined with other cells, such as nMSCs [80] applied outside [86] or inside acellular allografts [88], when conduits are composed of platelet gel [112] or platelet-rich fibrin (PRF) [113, 114]. The PRP can induce axon regeneration that is as effective as autologous nerve grafts [112]. It is important to note that when PRP is applied to a rat sciatic nerve crush site, its influence is increased by surrounding the site with a collagen tube [70].
Clinically, bridging nerve gaps with an autograft within a PRP-filled collagen tube [115–118], or only a PRP-filled collagen tube [118], induces meaningful recovery under conditions where allografts alone are ineffective. Thus, platelet-released factors alone can induce axon regeneration.
PRP-containing leukocytes
Leukocytes are reported to negatively affect axon regeneration by releasing catabolic cytokines and inducing inflammation [119, 120], while leukocyte-poor PRP (LP-PRP) exerts anabolic effects that promote axon regeneration [121, 122]. However, PRP efficacy is reported to increase with increasing leukocytes and white blood cells concentrations, and bioactivity of platelet-released factors. Platelet growth factor concentrations in leukocyte-rich PRP (LR-PRP) depend on the leukocyte concentrations, with the catabolic protease MMP-9 expressed at a considerably high concentration in the LR-PRP [121]. LR-PRP releases significantly more inflammatory mediators, such as TNF-α, IL-6, and IFN-ϒ than LP-PRP. However, it also increases the release of the anti-inflammatory mediators IL-4 and IL-10 [123, 124]. The combination and concentration of PRP platelets, leukocytes, and erythrocytes influence the extent of these factors’ release [120].
A case report showed that LR-PRP induces meaningful recoveries despite long nerve gaps being repaired with a long repair delay, even in an older subject [118]. This influence is greater than that seen in other studies. The better recovery may be because the PRP was prepared using the Zimmer Biomet GPS III centrifuge system, which increases the platelet concentration 9.3-fold and leukocyte concentration 5-fold (Zimmer Biomet Data on File. Validation Report, GPS III Platelet Concentrator, Test new design for GPS III Buoy re-design, OT000183, 2007), which is at least two times higher than in PRP prepared using other devices [125–127].
The influence of PRP is also affected by its concentration of factors, which is influenced by how PRP is prepared [128]. FGF and TGF are rapidly released from platelets, with their concentration decreasing over time, while PDGF and VEGF are released at a constant rate for 7 days [128]. PRP from the Biomet GPS III has the highest concentrations of VEGF and MMP-9 but the lowest TGF concentration [128]. However, it has also been shown that the concentration of cytokines is not directly related to the cellular composition of PRP [128].
Angiogenesis
Proteomics analysis found that the local application of PRP significantly increases integrin β-8 (ITGB8) expression [95], which promotes angiogenesis [129, 130]. In addition to providing oxygenation to the region of the regenerating axons, Schwann cells use these new blood vessels as their pathway to migrate into the injury site, forming Schwann cell cords that facilitate axon regeneration [55]. Thus, it has been proposed that PRP-released factors contribute significantly to axon regeneration by promoting vascularization, leading to the migration of cells by activating the FAK pathway mediated by integrin β1 [131, 132].
Limitations of PRP
While many studies show that PRP promotes axon regeneration and recovery, the extent of the efficacy varies greatly. This is unsurprising because no standard techniques exist for preparing or applying PRP. The simplest and least expensive PRP preparation technique is single spin separation, which yields an increased platelet concentration of 2.67-fold [133], while the double spin technique increased it by 2.48 - 5.71-fold, with a mean of 3.47-fold [134]. A PRP 2.5-3.5-fold increased platelet concentration is considerably less effective in rats than a 4.5 - 6.5- or 7.5 - 8.5-fold increase, although both higher concentrations induce similar influences [135].
Working with New Zealand white rabbit 5 mm nerve gaps, PRP with a 2.5–3.5-fold increased platelet concentration induces limited axon regeneration, significantly greater with the higher concentration of 4.5–6.5-fold and 7.5–8.5-fold [95]. Although a 5-fold increased platelet concentration is recommended as the minimum to exert a meaningful physiological effect [136], the optimal concentration for maximal analgesia remains unknown.
pH
Various devices yield PRP with higher acidification than normal blood, reducing it from 7.35 to 6.8–6.5 [137, 138]. This decreases platelet aggregation by >25% [139–141] and reduces platelet sensitivity to thrombin, resulting in decreased platelet activation, which reduces PRP efficacy. Therefore, it is necessary to avoid PRP acidification during its preparation.
Glucose
Different PRP preparation devices yield PRP with glucose concentrations increased 3- to 6-fold over the starting blood [138]. Increasing PRP glucose concentration increases platelet activation [142]. Therefore, maximizing the efficacy of PRP required avoiding changes in its glucose level.
Diet and physiology affect PRP efficacy
A patient’s physiology and diet can greatly affect PRP efficacy. Smoking increases platelet aggregation [143], while alcohol consumption decreases platelet activation and aggregation [144] and reduces platelet responses to thrombin [145] and collagen. Diets including isoflavones [146], caffeine [147], quercetin, a flavonoid [148], and anthocyanins [149] reduce platelet aggregation. Conversely, diets of high saturated fats [150], simple carbohydrates [150], or excessive sugar [151] increase platelet aggregation. Platelets in patients with high blood pressure have lower concentrations of factors than platelets of patients with normal blood pressure [152] and have a decreased whole blood platelet count [153].
Platelet activation methods
The PRP efficacy is influenced by (1) whether its platelets are activated before or when PRP is applied, (2) the timing of platelet release, (3) the ratios of the various platelet released factors, and (4) their level of bioactivity [154]. Therefore, PRP that does not comply with the necessary physiological parameters will not exert maximal effects [155].
POTENTIAL MECHANISMS BY WHICH PLATELET-RELEASED FACTORS INCREASE AXON REGENERATION
Platelets contain more than 300 identified factors [156, 157]. Many of these have been shown to play important roles in promoting axon regeneration and recovery. However, space limitations do now allow a discussion of these factors.
CONCLUSION
Over the past 70 years, little progress has been made clinically in increasing the percentage of patients who recover meaningful function following peripheral nerve injuries and repairs. Two significant steps forward are the demonstration that, clinically, electrical stimulation and the application of PRP enhance axon regeneration and the extent of recovery. However, the efficacy of PRP varies greatly, within and between studies, which may result from differences in how the PRP is prepared and applied, as well as the patient’s physiological status. Therefore, to optimize the influence of PRP, it is necessary to develop a standardized PRP preparation and application protocol. However, it is also necessary to determine which of a subject’s physiological properties, such as diet, consumption of drugs, smoking, and alcohol, must be changed to allow PRP to exert its maximal influences.
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Abstract
Peripheral nerve trauma commonly results in chronic neuropathic pain by up-regulating the synthesis and release of pro-inflammatory mediators from local and invading cells and inducing hyperexcitability of nociceptive neurons and spontaneous electrical activity. The pain decreases when these cells down-regulate genes supporting the pro-inflammatory state, up-regulate genes for expressing anti-inflammatory factors, and modulate genes that reduce nociceptive neuron spontaneous electrical activity. Pharmacological agents, the primary technique for reducing pain, do not eliminate pain, and <50% of patients achieve benefits because they do not address the underlying causes of pain. Alternative techniques providing longer lasting, but not complete or long-term pain relief include surgical interventions, electrical stimulation, and antibody treatment. Anti-inflammatory mediators can reduce pain, but the effect is not complete or long-lasting. Platelet-rich plasma (PRP) contains a readably available evolutionarily developed cocktail of factors that induce longer-lasting and more significant, but not complete, pain relief than other techniques. However, a novel study shows that unique formulations of PRP can induce long-term pain elimination. This review examines (1) the efficacy of drugs, regenerative peripheral nerve interface (RPNI), targeted muscle reinnervation (TMR), and PRP in reducing chronic neuropathic pain, (2) recent clinical data showing that a novel PRP application technique induces long-term chronic neuropathic pain reduction/elimination, and (3) discusses why the novel PRP may be more effective in reducing/eliminating chronic neuropathic pain.
Keywords: axon regeneration, chronic neuropathic pain, nerve repair, pain elimination, plateletrich plasma, platelets
IMPACT STATEMENT
Peripheral nerve trauma and surgical interventions result in 60% of individuals suffering chronic neuropathic pain. The standard technique for reducing pain is pharmacological agents, although they may not be effective, may reduce but not eliminate pain, are not long-lasting, are strongly addictive, and their side effects may preclude their use. Physiologically, chronic pain is reduced/eliminated when injured axons reinnervate their targets. However, because, following nerve repairs, <50% of patients recover function, most patients suffer chronic pain. Novel techniques are required that induce meaningful recovery or directly reduce/eliminate chronic neuropathic pain. This review examines the efficacy of pharmacological agents and other techniques for their analgesic efficacies. It then discusses a novel technique involving platelet-rich plasma (PRP), which reliably and rapidly induces long-term chronic neuropathic pain reduction/elimination. Finally, it briefly discusses various platelet-released factors that may be responsible for this influence and their mechanisms of action.
INTRODUCTION
Up to 16% of the US population suffers chronic neuropathic pain due to trauma, amputation, and surgery [1, 2], with peripheral nerve trauma and surgical interventions leading to pain in 60% of patients [3–5]. For those who undergo peripheral nerve surgical procedures, one study found >50% have significant pain reduction [6], while another 73% continued to have or developed pain [7]. The pain was chronic and intense for about 30% [3, 8], debilitating for many [9], and challenging to treat [10, 11]. Of patients presenting to pain clinics reporting chronic neuropathic pain, 78% suffered pain after 6 months, decreasing to 56% after 12 months [12].
Surgical interventions [13–15], electrical stimulation [16–18] antibodies against pro-inflammatory mediators and their receptors [19, 20], and drugs that block nociceptive neurons’ hyperexcitability and spontaneous ectopic electrical activity [21–23] provide long-term chronic neuropathic pain relief, but not elimination, to <50% of patients [24, 25].
Extensive evidence shows that injury-induced inflammation underlies neuropathic pain [3]. This suggests that administering anti-inflammatory agents should reduce chronic pain. However, clinically, administering anti-inflammatory drugs prolongs rather than shortens the time to pain elimination, while administering pro-inflammatory mediators reduces pain more rapidly [26]. While counterintuitive, this is because inflammation induces neutrophil invasion and up-regulates the synthesis and release of pro-inflammatory factors, which trigger an anti-inflammatory response [26]. Therefore, reducing/eliminating chronic neuropathic pain requires understanding which cells are recruited by injuries, the sequences of their recruitment, and what leads to the up- or down-regulation of specifically released factors.
This paper examines the efficacy of drugs and PRP in reducing pain and the results of two novel clinical techniques involving PRP, which induce long-term chronic neuropathic pain reduction/elimination. Finally, the paper discusses the pro-algesic and analgesic roles played by some platelet-released factors that induce pain reduction/elimination.
Pharmaceutical agents
Clinically, pharmacological agents are best for reducing pain and providing adequate pain control to 30%–40% of patients [27]. Among the most effective opioid receptor agonists are strong [1, 28–34] followed by weak [35, 36] opioids [28], anticonvulsive drugs [37], such as gabapentin [38–42], tricyclic antidepressants [43], and the selective norepinephrine and anti-epileptic drug pregabalin [44]. While opioids are the most effective [45], their efficacies are increased by combining them with other drugs [46]. The clinical efficacies of other techniques, such as the local application of capsaicin [47]and lidocaine [48], are less well-established and are still being tested [49]. Recently, suzetrigine was FDA approved (first in class JAN 2025) as a non-opioid analgesic of comparable efficacy to higher-potency opioids. [50]. Its efficacy compared to PRP is not known. However, it has been shown to induce mild to moderate severe adverse events [50], while PRP induces no known adverse events.
The anesthetic ketamine is effective against chronic neuropathic pain [51]. It is considered to act by inhibiting the N-methyl-D-aspartate (NMDA) receptor and possibly other mechanisms, such as enhancing descending inhibition and central site anti-inflammatory actions [51]. However, short-term NMDA infusions induced potent analgesia only during its administration, while prolonged infusion (4–14 days) induces analgesia for up to 3 months following infusion [51]. Unfortunately, ketamine’s clinical side effects include nausea/vomiting, psychedelic symptoms (hallucinations, memory defects, panic attacks), cardiovascular stimulation, and somnolence, with a minority of patients suffering hepatotoxicity [51].
No pharmacological agent provides long-term analgesia [52], and for patients with chronic pain, 54% use opioid medications daily, despite up to 97% reporting inadequate pain relief [6, 53]. However, their use is limited because of adverse effects [54, 55] and problems with abuse, dependence, overdose, and death [54, 55]. Therefore, it is essential to balance opioid pain control and the development of opioid dependence [56]. These difficulties can be reduced by multimodal analgesic plans, non-opioid medications, and regional application techniques [31, 56]. Nevertheless, novel pain relief techniques are required [57], including developing alternative forms of nerve surgery [6], and pharmacological agents.
Targeted muscle reinnervation (TMR) and regenerative peripheral nerve interface (RPNI)
Removing painful neuromas reduces but does not eliminate pain [13], and there is a high rate of neuroma and pain redevelopment [58]. However, following neuroma removal, the pain that normally develops is reduced by securing the nerve stump to an autograft or allograft [59, 60]. For lower extremity amputations, pain is reduced by nerve capping or implanting nerve stumps in bone [24, 61]. However, there is still no long-term chronic neuropathic pain reduction [62].
The most effective techniques for preventing or reducing chronic neuropathic pain or post-amputation neuroma pain are regenerative peripheral nerve interface (RPNI) and targeted muscle reinnervation (TMR) [63–67]. RPNI involves coapting a nerve stump into a small denervated muscle grafts, while TMR involves coapting the proximal nerve stump to the proximal motor nerve innervating a small muscle graft. Thus, following neuroma excision, both RPNI and TMR reduce pain development [68] and clinically reduce post-amputation neuroma pain in 75–100% of patients [64–67, 69–71] and phantom limb pain in 45–80%. However, TMR has the significant limitation of being only effective if applied <3 months post-trauma [72], requires sacrificing a motor nerve and cannot be used if a goal is to both reduce pain and restore function.
Target reinnervation and cessation of axon regeneration
Abnormal spontaneous electrical activity of regenerating dorsal root axons is closely associated with chronic neuropathic pain [73–75]. Clinically, chronic pain reduction/elimination occurs only slightly before or in association with initial signs of functional recovery [76]. These findings led to the hypothesis that pain remains chronic when axons are regenerating [73] and only decreases or is eliminated when axons reinnervate targets, stop regenerating [63, 73, 77, 78], take up a target-derived factor/s [76, 79–81], which silence hyperexcitable nociceptive axons [63].
Supporting this hypothesis is that the extent of pain reduction decreases proportionately with the increasing extent of functional recovery [82, 83]. In rats, pain behavior is reduced or eliminated when axon regeneration is stopped/inhibited [73, 84], such as by applying semaphorin 3A [85] and injecting small-interfering RNA (siRNA) into axotomized sensory ganglia to block growth-associated protein-43 (GAP-43) expression [73, 86], This hypothesis is consistent with studies showing that TMR reduces/eliminates chronic neuropathic pain [69, 77, 87], including complex regional pain syndrome (CRPST) type II [88]. This idea is also consistent with rat chronic pain behavior being blocked by tetrodotoxin (TTX), GAP-43 knockdown, and semaphorin 3A, which stop axon regeneration and the electrical activity of nociceptive neurons [73]. Target reinnervation and the cessation of axon regeneration are consistent with TMR and RPNI reducing/eliminating chronic neuropathic pain, which occurs in 71%–100% of the subjects [66, 69].
PRP and the reduction/elimination of chronic neuropathic pain
One of the challenges in using PRP is consistency in the findings between different studies. Thus, some clinical studies concluded that PRP provided little or no pain relief for tendinosis or rotator cuff tears [89–91]. Meta-analyses of multiple studies support this conclusion [89, 92, 93]. However, other clinical studies found that PRP reduced pain associated with tendinosis [94, 95], tendon injury [96–98], rotator cuff tears [99, 100] osteoarthritis [101, 102], plantar fasciitis [103], and muscle injuries [104]. These findings were supported by meta-analysis [105]. Animal model studies show PRP reduces pain caused by many types of injuries [106, 107], such as skin burn-induced neuropathic pain [108], painful lesions caused by mycobacterium leprae (leprosy bacteria) [109], and rat spinal cord injury sites [110]. Clinically, PRP also reduces peripheral nerve pain when applied to digital [111] and sciatic [112] nerve crush sites, pudendal nerve neurolysis surgery sites [113], the median nerve at the carpal tunnel’s proximal edge [114], and when injected into the perineurium of patients suffering from diabetic neuropathic pain [115]. These techniques result in >80% of patients achieving ca. three months of pain relief [116].
Clinically, a single epidural PRP injection provides lower back pain relief for up to 6 months [117, 118] while reducing complex chronic degenerative spinal pain [119]. Multiple PRP epidural injections provide temporary lumbar radicular pain relief [120], which is significantly increased by adding corticosteroids, although this is effective for only about 50% of patients [121, 122]. In comparative studies, the analgesic efficacy of PRP is similar to [120, 123] or better than [94, 124] that is provided by injecting a corticosteroid. An effective alternative technique for rats involves wrapping nerves in a PRP-coated NeuraWrap Nerve Protector [125]. Nevertheless, two meta-analyses found that in animal models and clinically, although PRP induces pain relief and nerve regeneration, the effect is not long-lasting [114, 126].
Variability in PRP efficacy in reducing neuropathic pain
The efficacy of PRP in reducing pain and the duration of the suppression varies significantly between individuals [127] and studies [128]. This variability is best explained by significant differences in the composition of the PRP due to how it is prepared [129]. These techniques include single vs. double-spin PRP separation and >30 different types of commercially available PRP separation systems [130–132]. These different techniques yield PRP with platelet concentrations ranging from 0.52- to 9.3-fold relative to whole blood [133]. PRP differences are also caused by how and whether the platelets are activated before or when the PRP is applied, and the centrifugation parameters [132, 134, 135], which affect the ratios of unactivated vs. activated platelets, numbers of other different cell types, levels of bioactive factors, and leukocyte concentration [128, 130, 135–138], when platelets release their factors, (3) the ratios of the factors released, and (4) the level of factor bioactivity [139].
When comparing the analgesic efficacy of PRP, parameters that are never considered are how it is prepared and applied and the uncontrolled differences in the physiology, health, and products consumed by patients [128, 140, 141]. Thus, platelet aggregation, and therefore its efficacy, is increased by smoking [142], while platelet activation and aggregation are decreased by alcohol consumption [143], which also reduces the response of platelets to thrombin [144] and collagen. Platelet aggregation is also reduced by diets containing isoflavones [145], caffeine [146], quercetin (a flavonoid) [147], and anthocyanins [148]. However, platelet aggregation is increased by diets high in saturated fats [149], sugar [150], and simple carbohydrates [149]. Finally, platelets of patients with high blood pressure have a decreased whole blood platelet count [151], and their platelets have lower bioactive factor concentrations than those with normal blood pressure [152]. Therefore, without standardizing how PRP is prepared and applied, it is not possible to eliminate the variability in the efficacy of PRP and to ensure that PRP exerts its maximum potential effects [138].
Novel clinical PRP application techniques induce long-term chronic neuropathic pain reduction/elimination
Recent case studies show that PRP induces long-lasting and complete pain elimination. These applications involved bridging nerve gaps with an autograft within a PRP-filled collagen tube [153–158] or only a PRP-filled collagen tube [159, 160]. The first technique reduced the pain in 8% and eliminated it in 92% of subjects, while the second eliminated pain in all the subjects. The pain reduction/elimination lasted throughout the 1.1–15 years follow-up. Thus, platelet-released factors have the capacity to induce long-term pain elimination.
Novel PRP techniques are superior to TMR and RPNI
The novel PRP techniques are superior to TMR and RPNI. (1) They reduce/eliminate pain while promoting meaningful recovery. (2) While TMR is effective when applied up to 3 months post-trauma, its efficacy decreases with longer delays [72]. (3) RPNI requires survival or a small muscle graft, which PRP does not. (4) RPNI requires sacrificing a motor nerve, while using PRP does not.
What underlies the high level of efficacy of the novel PRP application techniques?
While PRP provides short-term pain reduction/elimination [161, 162], the pain returns to 86% of patients [163]. This raises the question of why the novel PRP application techniques induce long-term pain reduction/elimination in 92%–100% of patients. The best explanation is in how the PRP was prepared and applied. First, applying PRP in a liquid form (without fibrin polymerization) causes the platelets to release all their factors within a few hours, while applying PRP in a polymerized fibrin form allows the platelets to release their factors over days [164], thus allowing the factors significantly more time to act. The novel PRP technique involved applying PRP in a polymerized fibrin form.
Second, although the optimal platelet concentration to provide maximal pain relief has not been determined, the degree of pain relief provided by PRP is reported to be linearly related to the number of platelets, the number and concentration of the growth and inflammatory factors they contain, and the number of neutrophils and monocytes [165]. Double centrifugation is the most commonly used PRP separation technique, yielding a ca. 4-fold increase in platelet concentration. This concentration is consistent with the finding that the degree of pain reduction associated with tennis elbow increases as the PRP platelet concentration is increased to 4-6-fold [166], while for knee osteoarthritis [167] and tendinopathies [168], a 3-4 fold concentration increase is recommended. However, it has also been reported that while a 2-fold increased platelet concentration yields good results for tissue healing, a 5-fold increase reduces healing [169, 170], and in vitro kills human tenocytes [171]. However, PRP used in the novel techniques prepared using GPS III concentrator tubes (Zimmer Biomet, Warsaw, IN) had a 9.3-fold increased platelet concentration.
Third, PRP from the GPS III concentrator tubes increased leukocytes by four-fold. Fourth, while most studies involve applying a small amount of PRP (≤1 mL), long-term pain relief is associated with the application of a significantly larger volume (4–6 mL). Fifth, long-term pain relief was associated with applying PRP to long (4–16 cm) vs. short (<0.5 cm) lengths of nerve [172]. Sixth, most studies showing a temporary analgesic influence of PRP involve applying it to the surface of nerves. However, PRP provides longer-lasting analgesia when the nerve and applied PRP are surrounded by a collagen tube. The tube reduces the diffusion of platelet-released factors away from the site, resulting in a higher effective concentration of the factors, which allows them to act on the axons for a longer time. This hypothesis is supported by the finding that the efficacy of PRP applied to a rat nerve crush site is increased by surrounding the application site with a collagen tube [112].
Platelet-released factors
Platelets contain and release >300 identified factors [173]. While some are pre-packaged, with different types of platelet granules containing different factors, others are synthesized by platelets. The platelet’s environment determines the factor synthesis and release pattern [174–176]. Thus, physiologically, platelets release their factors in a specific order, with some released fast and others more slowly [173, 177, 178]. For example, nerve growth factor (NGF) is released within minutes, while brain-derived neurotrophic factor (BDNF) is released more slowly [176]. This sequence is critical to allow the factors to perform specifically timed functions, such as releasing pro-inflammatory factors first, followed by releasing anti-inflammatory factors, which suppress pain [179].
Platelet-released factors reduce/eliminate pain by additional mechanisms, but journal length limitations do not allow a complete discussion of the platelet-released factors that may be involved in reducing/eliminating pain. However, nerve injury induces voltage gated sodium channel (Na(v)) 1.3 channel expression in nociceptive and higher-order spinal sensory neurons, leading to their hyperexcitability, spontaneous ectopic electrical activity, and the development of neuropathic pain [180–182]. Therefore, one mechanism for reducing/eliminating chronic neuropathic pain is to down-regulate the expression of these channels, thus eliminating the spontaneous electrical activity that underlies pain.
Drugs, such as local anesthetics and other Na(v) channel-blocking techniques, reduce neuropathic pain by inhibiting nociceptive axon spontaneous ectopic nerve activity and hyperactivity [183–185]. The pharmacological blockade of sodium channel activity reduces ectopic electrical activity [185, 186] and reverses nerve injury-induced hyperalgesia [187]. This has been attributed to the blocking of Na(v) 1.8 and Na(v) 1.7 channels, leading to reduced or eliminated nociceptive neuron hyperexcitability. However, the role of Na(v)1.7 in neuropathic pain must be further investigated, and new analysis of a mouse Na(v)1.8 knockout suggests it is not involved in changing the neurons’ post-injury pain threshold following peripheral nerve injury [188]. However, it has also been shown that administering antisense oligonucleotides against Na(v)1.8 administered intrathecally completely reverses neuropathic pain behavior [189].
This is in contrast to the finding of Lai et al who reported that antisense oligonucleotides directed against Na(v)1.8 administered intrathecally completely reverse neuropathic pain behavior [18]. It is possible that this discrepancy could be due to the up-regulation of the Na(v)1.7 channel seen in the Na(v)1.8 knockout mouse [12], which might mask an otherwise important role for Na(v)1.8 in neuropathic pain.
However, the pain suppression is not long-lasting. However, in rats, nerve injury-induced chronic pain is reduced by Na(v)1.3 knockdown [190]. Further, intrathecal IL-10 infusion reduces neuropathic pain [191, 192] in part by down-regulating sodium channel expression in dorsal root ganglion (DRG) neurons [179], resulting in blocking nociceptive neurons’ hyperexcitability and spontaneous ectopic electrical activity [21–23, 185, 189, 193]. Although platelets do not contain IL-10, they release large amounts of prostaglandin E2 (PGE2), which induces interleukin-10 (IL-10) release [194, 195], which reduces pain [196–198]. Thus, multiple platelet-released factors can induce long-term chronic neuropathic pain reduction/elimination.
CONCLUSION
Tissue injury-induced inflammation is the primary trigger of neuropathic pain, with chronic inflammation resulting in chronic pain. Injury induces the release of pro-inflammatory factors from local cells and other cells recruited to the injury site. While inflammation and pain are adverse events, they are required to trigger the normal physiological responses that induce the transition of a pro-inflammatory environment into an anti-inflammatory one, which is necessary for healing and pain elimination. Although some factors initially play pro-inflammatory roles, over time, they begin to play anti-inflammatory roles. Their roles depend on when they act after injury, what other factors are present, the cells on which they act, and the receptors on those cells. Thus, controlling pain requires controlling which factors are released and when. Platelets are an evolutionarily developed toolbox containing a physiological cocktail of factors for controlling cellular environments to promote healing and pain relief. While most studies find PRP only induces short-lived pain relief, two novel clinical techniques show that PRP can induce long-term chronic neuropathic pain elimination in all subjects. Further studies must determine which platelet-released factors, ratios, and concentrations induce these effects.
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